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Tau function and the Prym class

D. Korotkin and P. Zograf

Abstract. We use the formalism of the Bergman tau functions to study the
geometry of moduli spaces of holomorphic quadratic differentials on complex
algebraic curves. We introduce two natural tau functions and interpret them
as holomorphic sections of certain line bundles on the moduli space. Analyzing
the asymptotic behavior of these tau functions near the boundary of the moduli
space we get two non-trivial relation in the rational Picard group of the moduli
space of quadratic differential.

1. Introduction and statement of results

Tau functions play an important role in the theory of integrable systems pro-
viding canonical generators for commuting flows on the phase space. In some cases
tau functions carry interesting geometric information, like the isomonodromic tau
function of the Riemann-Hilbert problem that is relevant in the theory of Frobe-
nius manifolds [1]. The asymptotic analysis of the Bergman tau function intro-
duced in [8] allowed to express the Hodge class on the space of admissible covers of
the projective line as an explicit linear combination of the boundary divisors [10].
Then in [6] this result was proven by pure algebraic geometry methods (namely,
Grothendieck-Riemann-Roch theorem) and later in [5] it was used to answer a
question of Harris-Mumford [7] about the classes of the Hurwitz divisors in the
moduli space Mg of stable nodal complex algebraic curves of even genus g. A
version of the Bergman tau function for the moduli space of abelian differentials
on algebraic curves [9] appeared to be useful in understanding the relations in the
rational Picard group of this space and was applied to the Kontsevich-Zorich theory
of Teichmüller flow [12], see also [3].

Here we continue to develop these ideas further, and apply the Bergman tau
functions to study the geometry of the moduli space Qg of holomorphic quadratic
differentials on complex algebraic curves of genus g (throughout the paper we as-
sume that g ≥ 2). The space Qg is defined as follows. Consider the universal curve

π : Cg → Mg, and the relative dualizing sheaf ωg on Cg. We put Qg = π∗ω2
g (i.e.

the total space of the direct image of ω2
g on Mg). There is a natural projection

Qg → Mg that is a vector bundle of dimension 3g − 3 (in the orbifold sense). The
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points of Qg are represented by the isomorphism classes of pairs (C, q), where C is
a stable genus g algebraic curve, and q is a regular quadratic differential on C. The
differential q is holomorphic on a smooth curve C, and may have poles of order up
to 2 at the nodes of C (in the case of poles the residues of q at the cusp for the two
branches of C coincide). The moduli space Qg has an open dense subset Qg, that
consists of equivalence classes of pairs (C, q), where C is a smooth curve, and q has
only simple zeros. We call Qg the moduli space of generic holomorphic quadratic
differentials.

Denote by PQg the projectivization of Qg, and put PQg = Qg/C
∗, where

C∗ acts by multiplication on quadratic differentials. The complement PQg \ PQg

is a union of [g/2] + 2 divisors that we denote Ddeg, D0, . . . , D[g/2], where Ddeg

is the divisor of degenerate quadratic differentials (i.e. having at least one zero
of multiplicity larger than 1), and Di (i = 0, . . . , [g/2]) are the inverse images
of the corresponding boundary divisors in Mg with respect to the projection p :

PQg → Mg. Let L → PQg be the tautological line bundle associated with the

projectivization Qg → PQg, and put ψ = c1(L) ∈ Pic(PQg)⊗Q. Denote by λ the

pullback of the Hodge class λ1 = detπ∗ωg on Mg. We also put δi = [Di] for i 6= 1,

δ1 = 1
2 [D1] and δdeg = [Ddeg] in Pic(PQg)⊗Q. The following fact is standard (cf.,

e.g, [12], Lemma 1):

Lemma 1. The rational Picard group Pic(PQg)⊗Q is freely generated over Q

by ψ, λ, δ0, . . . , δ[g/2].

To each pair (C, q) one can canonically associate a twofold branched cover

f : Ĉ → C and an abelian differential v on Ĉ, where Ĉ = {(x, v(x)) | x ∈ C, v(x) ∈
T ∗
xC, v(x)

2 = q(x)}. For generic (C, q) ∈ Qg the curve Ĉ is smooth of genus
ĝ = 4g − 3 and v is holomorphic. The covering f is invariant with respect to the

canonical involution (x, v(x)) 7→ (x,−v(x)) on Ĉ that we denote by µ.

Consider the natural map p̂ : PQg → Mĝ, (C, q) 7→ Ĉ. This map induces a

vector bundle p̂∗Λ1
ĝ → Qg of dimension ĝ = 4g − 3, where Λ1

ĝ → Mĝ is the Hodge

vector bundle. The involution µ on Ĉ naturally induces an involution on the vector
bundle p̂∗Λ1

ĝ. Hence we have a decomposition

p̂∗Λ1
ĝ = Λ+ ⊕ Λ− (1.1)

where Λ+ (resp. Λ−) is the eigenbundle corresponding to the eigenvalue +1 (resp.
−1). Clearly, Λ+ = p∗π∗ωg is the pullback of the Hodge bundle on Mg. We call

Λ− the Prym bundle (since its fibers are the spaces of Prym differentials on Ĉ),
and we call λP = c1(Λ−) ∈ Pic(PQg)⊗Q the Prym class (we will often denote the
line bundles and their classes in the Picard group by the same symbols).

The main result of the paper is

Theorem 1. The Hodge class λ and the Prym class λP can be expressed in
terms of the tautological class ψ and the classes δdeg, δi, i = 0, . . . , [g/2], as follows:

λ =
5(g − 1)

36
ψ +

1

72
δdeg +

1

12

[g/2]∑

i=0

δi , (1.2)

λP =
11(g − 1)

36
ψ +

13

72
δdeg +

1

12

[g/2]∑

i=0

δi . (1.3)
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The proof is analytic and is inspired by the formalism of the Bergman tau func-
tions from the theory of integrable systems. In particular, this theorem immediately
implies that

λP − 13λ = −
[g/2]∑

i=0

δi −
3g − 3

2
ψ . (1.4)

On the other hand, Mumford [13] proved the following relation between the classes
λn = c1(π∗ωn

g ) ∈ Pic(Mg)⊗Q:

λn = (6n2 − 6n+ 1)λ1 −
n(n− 1)

2

[g/2]∑

i=0

δi . (1.5)

It is easy to see that λ = p∗λ1 and λP = p∗λ2 − 3g−3
2 ψ. Therefore, Mumford’s

formula (1.5) for n = 2 is a direct consequence of (1.4). We notice, however, that
Theorem 1 provides more information about the classes λ and λP than (1.5) does.

The paper is organized as follows. In Section 2 we introduce a two-fold canon-
ical cover corresponding to a pair consisting of a complex algebraic curve and a
holomorphic quadratic differential on it. The main objective of this section is to
discuss the action of the covering involution on (co)homology of the cover and the
associated matrix of b-periods. In Section 3 we introduce homological coordinates
on the moduli space of quadratic differentials and prove variational formulas of
Ahlfors-Rauch type for the matrix of b-periods, normalized abelian differentials
etc. with respect to these coordinates. In Section 4 we define two tau functions
corresponding to the eigenvalues ±1 of the covering map, discuss their basic prop-
erties and interpret them as holomorphic sections of line bundles on the moduli
space of quadratic differentials. In Section 5 we study the asymptotic behavior of
the tau functions near the boundary of the moduli space and use it to express the
Hodge and Prym classes via the classes of boundary divisors and the tautological
class.

2. Geometry of the double cover

Let f : Ĉ → C be the double cover defined by the holomorphic quadratic

differential q with simple zeroes on a smooth curve C, and let µ : Ĉ → Ĉ be the

corresponding involution. Furthermore, let {x1, . . . , x4g−4} ⊂ Ĉ be the fixpoints of

µ (or, in other words, the zeros of the abelian differential v =
√
q on Ĉ). By µ∗

(resp. µ∗) we denote the involution induced by µ in homology (resp. in cohomology)

of Ĉ. As we mentioned above, the space Λ1
Ĉ
of abelian differentials on Ĉ splits into

two eigenspaces Λ+ and Λ− of complex dimension g and 3g − 3 respectively that
correspond to the eigenvalues ±1 of µ∗. We have a similar decomposition in the

real homology of Ĉ: H1(Ĉ,R) = H+ ⊕H−, where dimH+ = 2g, dimH− = 6g − 6.

Following [4], we pick 8g − 6 smooth 1-cycles on Ĉ \ {x1, . . . , x4g−4}

{aj, a∗j , ãk, bj, b∗j , b̃k} , j = 1, . . . , g, k = 1, . . . , 2g − 3, (2.1)

in such a way that

µ∗aj = a∗j , µ∗bj = b∗j , µ∗ãk + ãk = µ∗b̃k + b̃k = 0,
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and the intersection matrix is (
0 I4g−3

−I4g−3 0

)

(here In denotes the n× n identity matrix).

Remark 1. To avoid complicated notation, we will use the same symbols

for the cycles (2.1), their homology classes in H1(Ĉ \ {x1, . . . , x4g−4}), and their

pushforwards in H1(Ĉ) and the relative homology group H1(Ĉ, {x1, . . . , x4g−4}).
In particular, the images of (2.1) give rise to a canonical basis in H1(Ĉ).

The basis of normalized abelian differentials on Ĉ associated with (2.1) we
denote by {uj, u∗j , ũk}, so that the action of µ∗ on Λ1

Ĉ
is given by the matrix

M =




0 Ig 0
Ig 0 0
0 0 −I2g−3


 (2.2)

The differentials u+j = uj + u∗j , j = 1, . . . , g, provide a basis in the space Λ+,

whereas a basis in Λ− is given by 3g − 3 Prym differentials u−l , where

u−l =

{
ul − u∗l , l = 1, . . . , 3 ,

ũl−g, l = g + 1, . . . , 3g − 3 .
(2.3)

We also introduce the bases in the spaces H+ and H−. The classes

α+
j =

1

2
(aj + a∗j ) , β+

j = bj + b∗j , j = 1, . . . , g, (2.4)

form a symplectic basis in H+, whereas the classes

α−
l =

1

2
(al − a∗l ), β−

l = bl − b∗l , l = 1, . . . , g ,

α−
l = ãl−g, β−

l = b̃l−g , l = g + 1, . . . , 3g − 3 (2.5)

form a symplectic basis in H−. The basis {a+j , α−
l , β

+
j , β

−
l }, j = 1, . . . , g, l =

1, . . . , 3g − 3, is related to the canonical basis (2.1) by means of a (non-integer)
symplectic matrix

S =

(
T 0
0 (T t)−1

)
(2.6)

with

T =




Ig Ig 0
Ig −Ig 0
0 0 I2g−3


 . (2.7)

The differentials {u+j , u−l } are normalized with respect to the classes {α+
j , α

−
l } in

the sense that ∫

α±

j

u±i = δij .

The corresponding matrices of β-periods Ω+ and Ω− are given by

(Ω+)ij =

∫

α+
i

u+j , i, j = 1, . . . , g, (2.8)

(Ω−)ij =

∫

α−

i

u−j , i, j = 1, . . . , 3g − 3. (2.9)
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The matrix Ω̂ of b-periods of {uj, ũk, u∗j} with respect to the homology basis (2.1)

on Ĉ is related to Ω+ and Ω− by the formula

Ω̂ = T−1

(
Ω+ 0
0 Ω−

)
(T t)−1 (2.10)

We proceed with bidifferentials and projective connections on the double covers.

Let B̂(x, y) denote the canonical (Bergman) bidifferential on Ĉ× Ĉ associated with

the homology basis (2.1); B̂(x, y) is symmetric, has the second order pole on the
diagonal x = y with biresidue 1 and satisfies

∫

aj

B̂( · , y) =
∫

a∗
j

B̂( · , y) =
∫

ãi

B̂( · , y) = 0 (2.11)

(here and below the dot stands for the integration variable). Equivalently, (2.11)
can be written in terms of the cycles α+

i and α−
i defined by (2.4) and (2.5):

∫

α+
j

B̂( · , y) =
∫

α−

l

B̂( · , y) = 0 . (2.12)

for j = 1, . . . , g and l = 1, . . . , 3g − 3. Clearly, B̂(x, y) is invariant under the

involution (µx, µy) : (x, y) 7→ (µ(x), µ(y)) on Ĉ × Ĉ.
Now put

B+(x, y) = B̂(x, y) + µ∗
yB̂(x, y) , B−(x, y) = B̂(x, y)− µ∗

yB̂(x, y) , (2.13)

(the subscript y at µ∗ means that we take the pullback with respect to the invo-

lution on the second factor in Ĉ × Ĉ). While B+(x, y) is just the pullback of the
canonical bidifferential B(x, y) on C × C (normalized relative to the classes p∗aj),
the bidifferential B− looks like a new object that we call the Prym bidifferential.

Lemma 2. The bidifferentials B+ and B− have the following properties:

(i)

µ∗
xµ

∗
yB±(x, y) = B±(x, y), (2.14)

(ii)

B±(y, x) = B±(x, y), (2.15)

(iii)

µ∗
xB+(x, y) = µ∗

yB+(x, y) = B+(x, y),

µ∗
xB−(x, y) = µ∗

yB−(x, y) = −B−(x, y), (2.16)

(iv) for any s+ ∈ H+, s− ∈ H−
∫

s−

B+( · , y) = 0,

∫

s+

B−( · , y) = 0, (2.17)

(v) ∫

β±

i

B±( · , y) = 4π
√
−1u±i (y) (2.18)

Proof. The proof is elementary and immediately follows from the definitions.
�
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Near the diagonal x = y in Ĉ × Ĉ we have

B̂(x, y) =
dζ(x)dζ(y)

(ζ(x) − ζ(y))2
+

1

6
SB̂(ζ(x)) + . . . (2.19)

where ζ(x) is a local parameter at x ∈ Ĉ, and SB̂(x) is a projective connection on

Ĉ. For B±(x, y) near the diagonal we have

B±(x, y) =
dζ(x)dζ(y)

(ζ(x) − ζ(y))2
+

1

6
SB±

(ζ(x)) + . . . (2.20)

with two projective connections SB+ and SB−
that are related by

SB±
(x) = SB̂(x) ± 6µ∗

yB̂(x, y) |y=x . (2.21)

We will call SB−
the Prym projective connection.

Now we describe the dependence of bidifferentials and projective connections on
the choice of homology basis. Let σ be a symplectic (i.e., preserving the intersection

form) transformation of H1(Ĉ,Z). In the canonical basis (2.1), σ is represented by

an Sp(8g−6,Z)-matrix

(
A B
C D

)
with square blocks of size 4g−3. The canonical

bidifferential B̂σ(x, y) on Ĉ × Ĉ associated with the new basis is

B̂σ(x, y) = B̂(x, y) − 2π
√
−1uuu(x)t(CΩ̂ +D)−1Cuuu(y), (2.22)

where uuu = {uj, ũk, u∗j}t is the vector of holomorphic abelian differentials on Ĉ

normalized with respect to {aj, ãk, a∗j} , j = 1, . . . , g, k = 1, . . . , 2g − 3.
If σ commutes with the involution µ∗, then σ = diag(σ+, σ−), where σ+ (resp.

σ−) is a symplectic transformation of H+ (resp. H−) with half-integer coefficients

(note that the intersection form on H1(Ĉ,R) is invariant with respect to µ∗). In the
bases {α+

j , β
+
j }, j = 1, . . . , g, and {α−

l , β
−
l }, l = 1, . . . , 3g−3, these transformations

can be written as

σ± :=

(
A± B±
C± D±

)
. (2.23)

The following is immediate:

Lemma 3. Let uuu+ (resp. uuu−) be the vector of holomorphic abelian differentials
{u+j } in Λ+ (resp. {u−l } in Λ−) normalized relative to the classes {α+

j } in H+

(resp. {α−
j } in H−), j = 1, . . . , g, l = 1, . . . , 3g − 3. Then for σ commuting with

µ∗ we have

(i)

uuuσ± = (C±Ω± +D±)
−1uuu±, (2.24)

(ii)

Ωσ
± = (C±Ω± +D±)

−1(A±Ω± +B±), (2.25)

(iii)

Bσ
+(x, y) = B+(x, y)− 4π

√
−1uuut+(x)(C+Ω+ +D+)

−1C+uuu+(y), (2.26)

Bσ
−(x, y) = B−(x, y)− 4π

√
−1uuut−(x)(C−Ω− +D−)

−1C−uuu−(y), (2.27)

(iv)

Sσ
B±

= SB±
− 24π

√
−1uuut±(C±Ω± +D±)

−1C±uuu± . (2.28)
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3. Variational formulas

Let (C, q) represent a point in Qg (i.e. C is smooth of genus g, and q is

holomorphic with 4g − 4 simple zeros). Let (Ĉ, v) be the corresponding canonical

double cover and abelian differential. Choose a canonical basis in H1(Ĉ,Z) of the
form (2.1), and consider the basis {α−

i , β
−
i } in H− given by (2.5). Put for brevity

s2i−1 = α−
i , s2i = β−

i , i = 1, . . . , 3g − 3, (3.1)

and consider 6g − 6 complex parameters

zi =

∫

si

v, i = 1, . . . , 6g − 6 (3.2)

defined in a neighborhood of (C, q) in Qg.

Lemma 4. The parameters zi, i = 1, . . . , 6g − 6, provide a system of local
coordinates on Qg.

Proof. Since the differential v has a double zero at each of 4g − 4 branch

points of the covering Ĉ → C, the pair (Ĉ, v) belongs to the stratum Hĝ([2
ĝ−1]) of

the moduli space of abelian differentials on algebraic curves of genus ĝ with ĝ − 1
zeroes of multiplicity 2 (cf. [9] for details). The dimension of the space Hĝ([2

ĝ−1])
is 3ĝ − 2 = 12g − 11 and the space Qg (of dimension 6g − 6) forms a subspace of

codimension 6g − 5 in Hĝ([2
ĝ−1]). This subspace can easily be described in terms

of homological coordinates on Hĝ([2
ĝ−1]).

Let (C̃, ṽ) represent a point in Hĝ([2
ĝ−1]). The set of homological coordinates

on Hĝ([2
ĝ−1]) consists of integrals of ṽ along any set of cycles representing a basis

in the relative homology group H1(C̃, {x1, . . . , xĝ−1}); such a basis consists of a

canonical basis (2.1) in H1(C̃), and of the relative homology classes of ĝ−2 = 4g−5
paths l2, . . . , l4g−4 connecting x1 with xj , j = 2, . . . , 4g − 4, and not intersecting

the cycles (2.1). If a pair (C̃, ṽ) belongs to Qg, C̃ is invariant under a holomorphic
involution µ and µ∗ṽ = −ṽ (in particular, each zero xi of v is invariant under µ).

Therefore, when C̃ = Ĉ and ṽ = v, each union lj ∪µ(lj) is a cycle on Ĉ and can be
decomposed into a linear combination of the elements of the basis (2.1). Clearly,∫
li
v = −

∫
µ(li)

v, so that each coordinate
∫
li
v on Qg becomes a linear combination

of 8g − 6 coordinates given by the periods of v along a- and b-cycles on Ĉ with
half-integer coefficients. Moreover, we have

∫
a∗
j

v = −
∫
aj
v and

∫
b∗
j

v = −
∫
bj
v for

each j = 1, . . . , g, which gives 2g more vanishing linear combinations of homological
coordinates on Qg. The remaining 6g − 6 homological coordinates associated with
a basis in H− can obviously serve as local coordinates on Qg. �

This lemma allows to derive variational formulas on Qg by restricting the al-

ready known variational formulas on Hĝ([2
ĝ−1]).

Put z(x) =
∫ x

x1
v; this is a local coordinate on Ĉ \ {x1, . . . , xĝ−1}.

Lemma 5. Assuming that both z(x) and z(y) are kept fixed, we have

∂B±(x, y)

∂zi
=

1

2π
√
−1

∫

s∗
i

B±(x, ·)B±(· , y)
v(·) (3.3)
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where the coordinates zi are given by (3.2), s∗i denotes the i-th element of the dual
basis {β−

i ,−α−
i }, i = 1, . . . , 3g − 3, and the dot stands for the integration variable

as before.

Proof. As in Lemma 4, we pick a basis in H1(Ĉ; {x1, . . . , xĝ−1}) given by the
classes {ai, bi}, i = 1, . . . , ĝ, and the paths lj connecting x1 with xj , j = 2, . . . , ĝ−1

that do not intersect ai, bi. Consider the dual basis in H1(Ĉ \ {x1, . . . , xĝ−1})
given by {bi,−ai, rj}, where rj is a small positively-oriented loop around xj not

intersecting ai, bi. We extend these two dual bases to all pairs (C̃, ṽ) ∈ Hĝ([2
ĝ−1]).

Let us cut C̃ along the cycles ai, bi into a fundamental polygon F̃ . The local

coordinate z(x) is then a holomorphic function on F̃ whose differential vanishes

precisely at x1, . . . , xĝ−1. Denote by Bj the disk bounded by rj and put F̃j = F̃ \Bj.

Denote by B̃(x, y) the Bergman bidifferential on C̃ × C̃. Then for x, y ∈ F̃ \
{x1, . . . , xĝ−1} with z(x), z(y) fixed, the following variational formulas for B̃(x, y)

were proven in [9] over the moduli space Hĝ([2
ĝ−1]):

∂B̃(x, y)

∂(
∫
ai
ṽ)

=
−1

2π
√
−1

∫

bi

B̃(x, ·)B̃(· , y)
ṽ(·) , (3.4)

∂B̃(x, y)

∂(
∫
bi
ṽ)

=
1

2π
√
−1

∫

ai

B̃(x, ·)B̃(· , y)
ṽ(·) , (3.5)

∂B̃(x, y)

∂(
∫
lj
ṽ)

=
1

2π
√
−1

∫

rj

B̃(x, ·)B̃(· , y)
ṽ(·) , x, y ∈ F̃j . (3.6)

Lemma 4 claims, in particular, that the subspace Qg in Hĝ([2
ĝ−1]) is given by

linear equations in homological coordinates. Restricting the formulas (3.4), (3.5)
and (3.6) to the space Qg we get the variational formulas (3.3) as follows.

The derivatives of B̂(x, y) with respect to z2j−1 =
∫
α−

j

v, j = 1, . . . , g can be

immediately computed from (3.4) using that α−
j = 1

2 (aj − a∗j ) and
∫
α−

j

v =
∫
aj
v =

−
∫
a∗
j

v; the same applies to the derivatives with respect to z2j =
∫
β−

j

v.

The computation of the derivatives with respect to z2i−1+2g =
∫
α−

i+g

v for 1 =

1, . . . , 2g−3 is only slightly more involved. Note that α−
i+g = ãi by (2.5). Recalling

that any integral over lj connecting x1 and xj is a linear combination of integrals

over α−
i+g and β−

i+g with half-integer coefficients, we get

∂B−(x, y)

∂zi+g
=

−1

2π
√
−1

∫

b̃i

B̂(x, ·)
(
B̂(· , y)− µ∗

yB̂(· , y)
)

v(·)

+
1

2π
√
−1

ĝ−1∑

j=2

(
∂

∂zi+g

∫

lj

v

)∫

rj

B̂(x, ·)
(
B̂(· , y)− µ∗

yB̂(· , y)
)

v(·) . (3.7)
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Since the l.h.s. is symmetric in x and y, symmetrizing the r.h.s. we get

∂B−(x, y)

∂zi+g
=

−1

2π
√
−1

∫

b̃i

B−(x, ·)B−(· , y)
v(·)

+
1

2π
√
−1

ĝ−1∑

j=2

(
∂

∂zi+g

∫

lj

v

)∫

rj

B−(x, ·)B−(· , y)
v(·) , x, y ∈

ĝ−1⋂

j=2

F̃j .

(3.8)

The first term in the r.h.s. of (3.8) gives the necessary contribution. To show that
the second term vanishes, we notice that µ∗

yB−(x, y) = −B−(x, y) and µ∗v = −v,
whereas the loop rj can be chosen invariant under the action of µ. Therefore,

∫

rj

B−(x, ·)B−(· , y)
v(·) = 0.

In the same way (3.3) is proved for the derivatives with respect to z2i+2g =
∫
β−

i+g

v,

i = 1, . . . , 2g − 3. A similar computation is valid for B+(x, y) as well. �

For any pair (Ĉ, v) we define a projective connection Sv as follows. Pick a local

parameter ζ(x) on Ĉ and put

Sv =

(
v′

v

)′
− 1

2

(
v′

v

)2

, (3.9)

where the prime means the derivative with respect to ζ(x) (in other words, Sv is
the Schwarzian derivative of the abelian integral

∫ x

x0
v). Taking the limit y → x in

(3.3) we get the following

Corollary 1. For the projective connections SB±
we have

∂

∂zi

(
SB±

− Sv

v

)
(x)

∣∣∣∣
z(x)=const

=
3

2π
√
−1

∫

s∗
i

B2
±(x, · )

v(x) v(·) , i = 1, . . . , 6g − 6.

(3.10)

The next corollary gives the variational formulas for the normalized abelian

differentials u±j and the period matrices Ω̂±:

Corollary 2. We have

∂u±j (x)

∂zi

∣∣∣∣∣
z(x)=const

=

∫

s∗
i

u±j (·)B±(x, · )
v(·) , (3.11)

(
∂Ω̂±
∂zi

)

jk

=

∫

s∗
i

u±j u
±
k

v
. (3.12)

Proof. The formula (3.11) is a corollary of (3.3) and (2.18). In turn, (3.12)

follows from (3.11) and the definition of the period matrices Ω̂± (2.8), (2.9). �

4. Tau functions

Here we define the necessary tau functions and study their basic properties.
Our definition generalizes the notion of the Bergman tau function in the theory of
Frobenius manifolds [2], isomonodromic deformations [8] and the spectral theory of
flat Laplacians on Riemann surfaces [9]. Our exposition closely follows the recent
papers [10, 12].
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4.1. Definition of τ±. Consider the two meromorphic quadratic differentials
SB±

−Sv, where SB±
are the Bergman projective connections (2.21) and Sv is given

by (3.9). Take the trivial line bundle on Qg and consider two connections

d± = d+ ξ± (4.1)

where

ξ± = −
6g−6∑

i=1

(∫

s∗
i

φ±

)
d

∫

si

v , (4.2)

{si} = {αi, βi} and {s∗i } = {βi − αi}, i = 1, . . . , 3g − 3, being the dual bases in
H− as above, and the meromorphic abelian differentials φ± are given by

φ± = − 2

π
√
−1

SB±
− Sv

v
. (4.3)

These connections are flat (cf. [9] for details).

Definition 1. The tau functions τ± are (locally) covariant constant sections
of the trivial line bundle on Qg with the connections d±, that is,

d±τ± = 0 . (4.4)

As we discussed in the previous section, the moduli space Qg can be considered

as a subspace of the moduli spaceHĝ([2
ĝ−1]) of genus ĝ = 4g−3 abelian differentials

with ĝ − 1 zeros of multiplicity 2. Following [12], we define a tau function τ̃ on
Hĝ([2

ĝ−1]) as follows.

For an arbitrary point (C̃, ṽ) in a tubular neighborhood U of Qg in Hĝ([2
ĝ−1])

consider two dual bases in H1(C̃, {x1, . . . , xĝ−1}) and H1(C̃ \ {x1, . . . , xĝ−1}) as in
Lemma 5, and let B̃ be the corresponding Bergman bidifferential on C̃× C̃. Define
a connection in the trivial line bundle on U by

d̃ = d+ ξ̃ , (4.5)

where

ξ̃ = −
ĝ∑

i=1

((∫

ai

φ̃

)
d

∫

bi

ṽ −
(∫

bi

φ̃

)
d

∫

ai

ṽ

)
−

ĝ−1∑

j=2

(∫

rj

φ̃

)
d

∫

lj

ṽ (4.6)

and

φ̃ = − 2

π
√
−1

SB̃ − Sṽ

ṽ
.

The Bergman tau function τ̃ on the tubular neighborhood U ofQg in the moduli

space Hĝ([2
ĝ−1]) is a covariant constant section of the trivial line bundle on U with

respect to the connection d̃:

d̃ τ̃ = 0 . (4.7)

Lemma 6. The restriction τ̂ = τ̃
∣∣Qg

is related to the tau functions τ± on Qg

by

τ̂2 = τ+τ− (4.8)

Proof. According to (2.21), we have the relation

2φ̃ = φ+ + φ− . (4.9)
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between the meromorphic differentials φ̃ and φ± on Ĉ. Moreover, the following
integrals vanish

∫

rj

φ±(x) =

∫

rj

φ̃(x) = 0 , j = 2, . . . , ĝ − 1 , (4.10)

since rj are invariant under the action of µ while φ̃ and φ± change sign. Therefore,
the second sum in the r.h.s. of (4.6) vanishes on Qg. By means of the symplectic

transformation (2.6) the form ξ̂ = ξ̃
∣∣Qg

can be re-written in terms of the (α, β)-
periods as follows:

ξ̂ =

2g∑

i=1

((∫

β+
i

φ̃

)
d

∫

α+
i

v −
(∫

α+
i

φ̃

)
d

∫

β+
i

v

)

+

3g−3∑

j=1

((∫

β−

j

φ̃

)
d

∫

α−

j

v −
(∫

α−

j

φ̃

)
d

∫

β−

j

v

)
. (4.11)

All α+- and β+-periods of v vanish since µ∗v = −v. Thus by (4.9) we have 2ξ̂ =
ξ− + ξ+ that proves the lemma. �

4.2. Explicit formulas. To study transformation properties of the tau func-
tions we will need explicit formulas for them (cf. [9]). We start with τ̂ and denote by

Ê(x, y) the prime form on Ĉ, by Ω̂ – the matrix of b-periods, and by θ̂(w, Ω̂), w ∈ Cĝ

– the associated Riemann theta-function. Consider local coordinates on Ĉ that we
call natural (or distinguished) with respect to the differential v. We take ζ(x) =

∫ x

x1
v

as a local coordinate on Ĉ \ {x1, . . . , x4g−4} and choose a local coordinate ζ̂k near

xk ∈ Ĉ in such a way that v = d(ζ̂3k) = 3ζ̂2k dζ̂k, k = 1, . . . , 4g− 4. In terms of these

coordinates we have Ê(x, y) = Ê(ζ(x),ζ(y))√
dζ(x)

√
dζ(y)

, and we define

Ê(ζ, xk) = lim
y→xk

Ê(ζ(x), ζ(y))

√
dζ̂k
dζ

(y),

Ê(xk, xl) = lim
x→xk
y→xl

Ê(ζ(x), ζ(y))

√
dζ̂k
dζ

(x)

√
dζ̂l
dζ

(y) .

Let Âx be the Abel map on Ĉ with the base point x, and let K̂x = (K̂x
1 , . . . , K̂

x
ĝ )

be the vector of Riemann constants

K̂x
i =

1

2
+

1

2
Ω̂ii −

∑

j 6=i

∫

ai

(
ui(y)

∫ y

x

uj

)
dy (4.12)

(as always, we assume that the integration paths do not intersect the chosen cycles

ai, bi on C); then Âx((v)) + 2K̂x = σ̂Ẑ + Ẑ ′ for some Ẑ, Ẑ ′ ∈ Zĝ .

The tau function τ̂ = τ̂ (Ĉ, v) is explicitly given by the formula (cf. (3.8) of
[12] with all mk = 2):

τ̂ (Ĉ, v) =

((∑ĝ
i=1 ui(ζ)

∂
∂wi

)ĝ
θ̂(w; Ω̂)

∣∣∣∣
w=K̂ζ

)16

e4π
√
−1〈Ω̂Ẑ+4K̂ζ ,Ẑ〉 Ŵ (ζ)16

·
∏

k<l Ê(xk, xl)
16

∏
k Ê(ζ, xk)16(ĝ−1)

, (4.13)
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where Ŵ (ζ) is the Wronskian of the normalized abelian differentials u1, . . . , uĝ on

Ĉ.

The tau function τ+ has a similar form but it is defined in terms of the curve
C. The natural local parameters on C near the points xk are given by squares of

the natural local parameters on the cover Ĉ:

ζk(x) = ζ̂2k(x) (4.14)

In terms of these coordinates the prime form on C can be written as E(x, y) =
E(ζ(x),ζ(y))√
dζ(x)

√
dζ(y)

, and we put

E(ζ, xk) = lim
y→xk

E(ζ(x), ζ(y))

√
dζk
dζ

(y),

E(xk, xl) = lim
x→xk
y→xl

E(ζ(x), ζ(y))

√
dζk
dζ

(x)

√
dζl
dζ

(y) .

The basis of normalized abelian differentials on C is given by (u+1 , . . . , u
+
g ). We

denote by Ax the Abel map on C with the base point x, and by Kx = (Kx
1 , . . . ,K

x
g )

– the vector of Riemann constants; we have 1
2Ax((q)) + 2Kx = Ω+Z +Z ′ for some

Z,Z ′ ∈
(
1
2Z
)g
.

The tau function τ+ is explicitly given by the following formula (cf. (3.8) of
[12] with all mk = 1/21):

τ+(C, q) =

((∑g
i=1 u

+
i (ζ)

∂
∂wi

)g
θ(w; Ω+)

∣∣∣
w=Kζ

)16

e4π
√
−1〈Ω+Z+4Kζ ,Z〉 W (ζ)16

·
∏

k<l E(xk, xl)∏
k E(ζ, xk)4(g−1)

, (4.15)

where W (ζ) is the Wronskian of the normalized abelian differentials u+1 , . . . , u
+
g on

C and θ is the Riemann theta-function.
Formula (4.8) then yields an explicit expression for the tau function τ−.

4.3. Transformation properties of τ±. The group C∗ of non-zero complex
numbers acts by multiplication on quadratic differential q on C and, therefore, on
the tau functions τ±.

Theorem 2. Under the action of ǫ ∈ C∗ the tau functions τ± transform like
τ±(C, ǫq) = ǫp±τ±(C, q), where

p+ =
20

3
(g − 1) , p− =

44

3
(g − 1) . (4.16)

Proof. First let us prove that

p± = 2

4g−4∑

j=1

Resxj

(
SB±

− Sv

v
(x)

∫ x

xj

v

)
. (4.17)

The homological coordinates zi given by the periods of the abelian differential
v = q1/2 transform as zi 7→ ǫ1/2zi under the action q 7→ ǫq. Therefore, we get p±

1Rigorously speaking, formula (3.8) of [12] applies only for integer mk . However, its proof is
valid for half-integer mk as well, see [9].
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applying the Euler vector field 1
2

∑6g−6
i=1 zi

∂
∂zi

to log τ±:

p± =
1

2

6g−6∑

i=1

zi
∂ log τ±
∂zi

=
1

2

6g−6∑

i=1

(∫

si

v

)(∫

s∗
i

φ±

)
. (4.18)

In terms of {α−
i , β

−
i }, we can rewrite (4.18) as

p± = −1

2

3g−3∑

i=1

((∫

α−

i

v

)(∫

β−

i

φ±

)
−
(∫

β−

i

v

)(∫

α−

i

φ±

))
. (4.19)

Since the periods of v over the elements of H+ vanish, we can extend the summa-

tion over the basis {α±
i , β

±
i } in H1(Ĉ,R) = H+ ⊕ H−. Applying the symplectic

transformation (2.6), we further rewrite (4.19) in terms of the canonical basis (2.1)

in H1(Ĉ,Z), and use the Riemann bilinear relations to obtain

p± =

4g−3∑

i=1

(
−
(∫

ai

v

)(∫

bi

φ±

)
+

(∫

bi

v

)(∫

ai

φ±

))

= −2π
√
−1

4g−4∑

j=1

Resxj

(
φ±(x)

∫ x

x0

v

)
(4.20)

for an arbitrary initial point x0. Moreover, by (4.10)

Resxj

(
φ±(x)

∫ x

x0

v

)
= Resxj

(
φ±(x)

(∫ xj

x0

v +

∫ x

xj

v

))
= Resxj

(
φ±(x)

∫ x

xl

v

)
,

(4.21)
which implies (4.17).

Let us now compute the residues. Recall that by (2.21) we have SB±
(x) =

SB̂(x)± 6µ∗
yB̂(x, y) |y=x . Choose a coordinate ζ in a neighborhood of xj such that

SB̂ = 0. In this coordinate v = c (ζ2 + O(ζ3))dζ and
∫ x

xj
v = c ζ3/3 + O(ζ4) for

some constant c 6= 0. Therefore, near xj we have

Sv =

(
v′

v

)′
− 1

2

(
v′

v

)2

= −4

(
1

ζ2
+O

(
1

ζ

))
dζ2,

Sv

v

∫ x

xl

v = −4

3

(
1

ζ
+O(1)

)
dζ ,

so that

Resxj

(
SB̂ − Sv

v
(x)

∫ x

xl

v

)
=

4

3
. (4.22)

Moreover, we can choose ζ in such a way that ζ(µ(x)) = −ζ(x). Then near xj we
have

B̂(x, µ(x)) =
dζ(x) dζ(µ(x))

(ζ(x) − ζ(µ(x)))2
+ · · · = −1

4

(
1

ζ2
+O

(
1

ζ

))
dζ2

and

Resxj

(
B̂(x, µ(x))

v(x)

∫ x

xj

v

)
= − 1

12
. (4.23)

Combining (2.21) with (4.22) and (4.23), we get (4.16). �
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Now we want to study the behavior of the tau functions under a change of
the canonical homology basis that commutes with the action of the involution µ.
Note that τ+ (resp. τ−) is uniquely determined by the subspace in H+ (resp.
H−) generated by the images of the classes α+

i (resp. α−
j ) under the natural

homomorphism H1(Ĉ \ {x1, . . . , x4g−4},R) → H1(Ĉ,R) = H+ ⊕H−.

Theorem 3. Let σ be a symplectic transformation of H1(Ĉ,R) commuting with
µ∗ that is given by the matrices σ± in the basis {α+

i , β
+
i , α

−
j , β

−
j }, i = 1, . . . , g, j =

1, . . . , 3g − 3, as in (2.23). Then the tau functions τ± transform under the action
of σ by the formula

τσ±
τ±

= γ±(σ±) det(C±Ω± +D±)
48 (4.24)

where γ±(σ±)3 = 1.

Proof. From the the definition of the tau functions (4.4) we get by means of
(2.28) that

∂

∂zi
log

τσ±
τ±

= 48

∫

s∗
i

uuut±(x)(C±Ω± +D±)−1C±uuu±(x)

v(x)
(4.25)

Using the variational formulas (3.12) for the matrices Ω̂±, we can rewrite (4.25) as
follows:

∂

∂zi
log

τσ±
τ±

= 48
∂

∂zi
log det(C±Ω± +D±) , (4.26)

which implies (4.24) for some constants γ±(σ) independent of zi.
To show that γ±(σ)3 = 1 we use the explicit formula (4.15) for τ+ or (4.13)

together with (4.8). The local coordinates near xk in these formulas are given by

ζ̂k(x) =

(∫ x

xk

v

)2/3

(4.27)

and are uniquely defined up to a 3rd root of unity that implies γ±(σ±)3 = 1. �

The following statement is an immediate consequence of Theorems 2 and 3.

Theorem 4. The tau function τ+ and τ− are nowhere vanishing holomorphic

sections of the line bundles λ48⊗L− 20(g−1)
3 and λ48P ⊗L− 44(g−1)

3 on the (projectivized)
moduli space PQg respectively, where L is the tautological line bundle on PQg.

Corollary 3. The Hodge and Prym classes in the rational Picard group of
Qg satisfy the relations

λ =
5(g − 1)

36
ψ , λP =

11(g − 1)

36
ψ , (4.28)

where ψ = c1(L). In particular, λP = 11
5 λ on PQg.

4.4. Tau functions on Ddeg. Here we briefly discuss the tau functions on the
open subset PQ1

g ⊂ Ddeg, where Q1
g parameterizes holomorphic quadratic differen-

tials of degeneracy 1 (that is, with one zero x0 of multiplicity 2 and 4g − 6 simple
zeros x1, . . . , x4g−6). We will need it later in studying the asymptotic behavior of
the tau functions τ±. The exposition closely follows the previous subsections of this
section.
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As in the case of generic quadratic differentials, each pair (C, q) ∈ Q1
g gives rise

to the canonical cover Ĉ. The curve Ĉ is irreducible, has a node at the preimage
of x0 and is smooth everywhere else (slightly abusing the notation, we will use

the symbol Ĉ for both the covering curve and its normalization). The abelian

differential v =
√
q on Ĉ has 4g − 6 double zeros on Ĉ at the branch points of the

cover. Additionally, v has two simple zeros at the preimages x′0, x
′′
0 of x0 ∈ C in

the normalization of Ĉ . The genus of Ĉ is then equal to 4g − 4.

The groupH1(Ĉ,R) decomposes into the direct sumH+⊕H− of±1-eigenspaces
of µ∗, where dimH+ = 2g, dimH− = 6g − 8. Like we did before, we pick a basis
{si} = {αi, βi−3g+4, i = 1, . . . , 6g − 8, in H−. We also choose a path l connecting

the points x′0 and x′′0 on Ĉ that does not intersect the cycles representing the classes
si. A local coordinate system on Q1

g is given by 6g − 7 homological coordinates

z0 =

∫

l

v , zi =

∫

si

v , i = 1, . . . , 6g − 8 .

The tau functions τ ′± on the space Q1 are defined similar to (4.1)-(4.4). Put

ξ′± = −
(∫

r

φ±

)
d

∫

l

v −
6g−8∑

i=1

(∫

s∗
i

φ±

)
d

∫

si

v , (4.29)

where

φ± = − 2

π
√
−1

SB±
− Sv

v
, (4.30)

{s∗i } is the basis in H− dual to {si}, and r is a small loop around x′′0 . Consider
the connections d′± = d+ ξ′± in the trivial line bundle on Q1

g, and define τ ′± by the
equation d′±τ

′
± = 0.

Like in the case of Qg, we denote by τ̂
′ the restriction to Q1

g of the tau function

on the stratum H4g−4([2
4g−6 12]) of the moduli space of abelian differentials (cf.

[9]), and similarly to (4.8) we have τ̂ ′2 = τ ′−τ
′
+.

The homogeneity coefficients of the tau functions τ ′± with respect to the action
of C∗ are given by

Lemma 7. The tau functions τ ′± transform under the action of ǫ ∈ C∗ as
follows:

τ ′+(C, ǫq) = ǫ
20
3 g−7τ ′+(C, q) , τ ′−(C, ǫq) = ǫ

44
3 g−19τ ′−(C, q) . (4.31)

The proof repeats verbatim the proof of Theorem 2, and we omit it here.

5. The Hodge and Prym classes on PQg

Here we compute the divisors of the tau functions τ± viewed as holomorphic
sections of line bundles on the compactification PQg of the space PQg. The bound-

ary PQg\PQg consists of [g/2]+2 divisors that we defined in Section 1 and denoted
by Ddeg, D0 and Dj , j = 1, . . . , [g/2].

5.1. Asymptotics of τ± near Ddeg. The divisorDdeg is the closure of the set
of isomorphism classes of pairs (C, q) modulo the action of C∗, where C is a smooth
curve and q is a holomorphic quadratic differential with at least one non-simple
zero. We look for the asymptotic behavior of τ±(C, q) on Qg when two simple
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zeroes of q (say, x1 and x2) coalesce into a zero of order 2. Such a deformation is
described by a family (Ct, qt) ∈ Qg, where (Ct, qt) → (C0, q0) ∈ Q1

g as t→ 0.

Assuming that the zeroes xt1 and xt2 of qt are close to each other, consider a
small disc Ut ⊂ Ct that contains x

t
1, x

t
2 and no other zeros of qt. Connect xt1 and

xt2 with a path lt ⊂ Ut. The path lt lifts to a non-trivial cycle st = f−1
t (lt) on the

canonical cover Ĉt such that µt(st) = −st. Therefore, without loss of generality we

can assume that st = α−
1 ∈ H−. Clearly, st contracts to the node of Ĉ0 when t→ 0

so that the homology class α−
1 vanishes.

Recall that the first homological coordinate on Qg is given by

z1 =

∫

α−

1

v =

∫

st

vt , (5.1)

where v2t = f∗
t (qt), cf. (3.2). Thus, z1 vanishes on Q1

g.

Lemma 8. The coordinate t = z1 is a transversal to Q1
g local coordinate in a

tubular neighborhood of Q1
g in Qg.

Proof. We can choose a coordinate ζ on Ut in such a way that q(ζ) = (ζ −
ζ(xt1))(ζ − ζ(xt2))dζ

2. Then

z1 = 2

∫ xt
2

xt
1

v = 2

∫ ζ(xt
2)

ζ(xt
1)

√
(ζ − ζ(xt1))(ζ − ζ(xt2))dζ = const · (ζ(xt1)− ζ(xt2))

2 .

(5.2)

Since (ζ(xt1) − ζ(xt2))
2 is independent of the labeling of the zeros of qt, it is a

coordinate transversal to Qg, and so is t = z1. �

The asymptotics of τ± near Q1
g follows from

Lemma 9. The tau functions τ±(Ct, qt) have the following asymptotic behavior
as t→ 0:

τ±(Ct, qt) = tκ±τ±(C0, q0)(c± + o(1)) , (5.3)

where κ+ = 2/3 and κ− = 26/3.

Proof. Let us consider a deformation where t = z1 → 0 and z2, . . . , z6g−6

remain fixed. From the analysis of Section 3 we have d
dt log τ±(Ct, qt) → 0 and

τ±(Ct, qt)

τ±(C0, q0)
= c±(t)(1 + o(t))

as t→ 0. Under the multiplication q 7→ ǫq, ǫ ∈ C∗, the coordinate t = z1 transforms
like t 7→ ǫ1/2t, cf. (5.2). From (4.16) and (4.31) we get that

c+(ǫ
1/2t) = ǫ1/3c+(t), c−(ǫ

1/2t) = ǫ13/3c−(t) . (5.4)

Therefore, c+(t) = t2/3 and c−(t) = t26/3. �

5.2. Asymptotics of τ± near D0. The divisor D0 is the closure of the set of
the isomorphism classes of pairs (C, q) modulo the action of C∗, where C is a curve
with a non-separating node and q is a regular meromorphic quadratic differential
on the normalization of C with poles of order not higher than 2 at the preimages
of the node with equal quadratic residues and holomorphic everywhere else. The
dimension of the space of regular meromorphic quadratic differentials on a stable
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curve of genus g is 3g− 3, so that all the fibers of the projection p : Qg → Mg have
the same dimension.

Consider a one parameter family (Ct, qt) ∈ Qg that is transversal to D0 at
some point (C0, t0) ∈ D0. As t → 0, a homologically non-trivial cycle on Ct,
say a1, contracts to a node of C0, while qt degenerates to a regular meromorphic
differential on C0 with two second order poles, say x0, y0, on the normalization of

C0. The canonical cover Ĉt deforms into an irreducible curve Ĉ0 with two nodes
represented by two pairs of points x′0, y

′
0 and x′′0 , y

′′
0 on the normalization of Ĉ0;

under the involution µ0 : Ĉ0 → Ĉ0 we have µ0(x
′
0) = x′′0 , µ0(y

′
0) = y′′0 . The

differential vt on Ĉt degenerates to a meromorphic abelian differential v0 on Ĉ0

with simple poles at the nodes of Ĉ0 with residues of the opposite signs.

For the cycles a1 and b1 on Ct we denote their lifts to Ĉt by a1, a
∗
1 and b1, b

∗
1

as in (2.1). According to (2.5), put

α−
1 =

1

2
(a1 − µ∗a1) , β−

1 = b1 − µ∗b1

and consider the homological coordinates corresponding to the cycles α−
1 and β−

1 :

z1 =

∫

α−

1

v =

∫

a1

vt , z2 =

∫

β−

1

v = 2

∫

b1

vt .

Similar to [12] (cf. also [4], pp. 50-52) we can take

t = exp

(
2π

√
−1 ·

∫
b1
vt∫

a1
vt

)
= eπ

√
−1 z2/z1 (5.5)

as a local coordinate on Qg transversal to D0. Moreover, we can assume that z1
remains constant and that Im z2/z1 → +∞ as t→ 0.

Let us denote by ωx,y the abelian differential of the 3rd kind on Ĉ0 having
simple poles at x and y with residues +1 and −1 respectively, and normalized to
zero a-periods. Since µ∗v0 = −v0, we have

v0 =
z1

2π
√
−1

(ωx′
0, y

′
0
− ωx′′

0 , y
′′
0
) + holomorphic terms . (5.6)

To find the asymptotics of τ± = τ±(Ct, qt) nearD0 we notice first that, as t→ 0,

the Bergman bidifferential B̂t(x, y) on Ĉt×Ĉt tends to the Bergman bidifferential on

Ĉ0× Ĉ0 uniformly on compact subsets away from the diagonal. From the definition
of the tau function we get

∂ log τ±
∂z2

= − 2

π
√
−1

(∫

a1

SB̂t
− Svt

vt
± 6

∫

a1

µ∗
yB̂t(x, y)|y=x

vt

)
. (5.7)

In the limit t → 0 the integrals over the vanishing cycle a1 in (5.7) reduce to the
residues

− 4Resx′
0

SB̂0
− Sv0

v0
± 24Resx′

0

µ∗
yB̂0(x, y)|y=x

v0
. (5.8)

Since µ∗
yB̂0(x, y)|y=x remains non-singular as x → x′0, the second term vanishes.

To compute the first term we choose a coordinate ζ in a neighborhood of x′0 with
ζ(x′0) = 0 such that SB̂0

= 0. Then by (5.6)

v0 =
z1

2π
√
−1

(
1

ζ
+O(1)

)
dζ as ζ → 0 ,
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so that

Sv0 =

(
v′0
v0

)′
− 1

2

(
v′0
v0

)2

=

(
1

2ζ2
+O(1)

)
dζ2

and
Sv0

v0
= −π

√
−1

z1

(
1

ζ
+O(1)

)
dζ

(here the prime means the derivative with respect to ζ). Thus,

lim
z2→∞

∂ log τ±(Ct, qt)

∂z2
=

4π
√
−1

z1
, (5.9)

which, together with (5.5) implies that

τ±(Ct, qt) = t4(const + o(1)) as t→ 0 . (5.10)

5.3. Asymptotics of τ± near Dj. The divisor D0 is the closure of the set
of the isomorphism classes of pairs (C, q) modulo the action of C∗, where C is a
curve with a separating node consisting of two irreducible components C′ and C′′ of
genus j and g−j respectively, and q is a regular meromorphic quadratic differential
on C with poles of order not higher than 2 at the preimages of the node with equal
quadratic residues and holomorphic everywhere else. The restrictions of q to C′

and C′′ we will denote by q′ and q′′ respectively. The dimension of the space of
meromorphic quadratic differentials with a pole of order not higher than 2 on a
curve of genus j is 3j− 1, so that all fibers of the projection p|Dj

: Dj → ∆j ⊂ Mg

have the same dimension 3g − 3.
Consider a one parameter family (Ct, qt) ∈ Qg that is transversal to Dj at some

point (C0, q0) ∈ Dj . As t→ 0, a homologically trivial cycle on Ct, say s, contracts
to a node of C0, while qt degenerates to a regular meromorphic differential on C0,
where both q′ and q′′ have second order poles at the node with equal quadratic

residues. The canonical cover Ĉt deforms into a reducible curve Ĉ0 with two nodes
represented by two pairs of points x′0, y

′
0 and x′′0 , y

′′
0 , where x′0, y

′
0 ∈ Ĉ′

0 and

x′′0 , y
′′
0 ∈ Ĉ′′

0 ; under the involution µ0 : Ĉ0 → Ĉ0 we have µ0(x
′
0) = y′0, µ0(x

′′
0 ) = y′′0 .

The differential vt on Ĉt degenerates to a pair of meromorphic abelian differentials

v′0 on Ĉ′
0 and v′′0 on Ĉ′′

0 with simple poles at the nodes of Ĉ0 with residues of the
opposite signs.

For a separating cycle s on Ct its lift to Ĉt consists of two cycles s1 and s2 such
that µ(s1) = −s2. Therefore, we can assume that s1=ã1 as in (2.1), and let b̃1 be

the corresponding b-cycle. Note that the classes of ã1 and b̃1 lie in H−. Consider

the homological coordinates corresponding to the cycles ã1 and b̃1:

z1 =

∫

ã1

vt , z2 =

∫

b̃1

vt

(rigorously speaking, we should write zg+1 and zg+2 as in (3.2) instead of z1 and

z2). Analogously to (5.5) we can show that t = eπ
√
−1 z2/z1 is a local coordinate on

Qg transversal to Dj . Moreover, we can also assume that z1 remains constant and
that Im z2/z1 → +∞ as t→ 0.

The rest is very similar to the case of D0. The derivative of τ± = τ±(Ct, qt) is
given by the formula

lim
z2→∞

∂ log τ±
∂z2

= −4 Res x′
0

SB̂0
− Sv0

v0
. (5.11)
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In the coordinate ζ near x′0 such that SB̂0
= 0 we have

Sv0

v0
=

1

v0

((
v′0
v0

)′
− 1

2

(
v′0
v0

)2
)

= − dζ

4π
√
−1z1ζ

.

Therefore,

lim
z2→∞

∂ log τ±
∂z2

= −π
√
−1

z1
Resζ=0

(
1

ζ
+O(1)

)
dζ ,

and, since t = eπ
√
−1z2/z1 , we have

τ± = t4(const + o(1)) (5.12)

as t→ 0.

Remark 2. There is a subtlety for j = 1 coming from the fact that nodal
curves with an elliptic tail have non-trivial automorphism group Z/2Z, but this
issue is taken care of in the definition of the divisor class δ1.

5.4. Proof of Theorem 1 and its consequences. Combining Theorem 4
with the asymptotics (5.3), (5.10) and (5.12) of τ± near Ddeg, D0 and Dj , we get
the formulas

48λ− 20

3
(g − 1)ψ =

2

3
δdeg + 4

[g/2]∑

j=0

δj , (5.13)

48λP − 44

3
(g − 1)ψ =

26

3
δdeg + 4

[g/2]∑

j=0

δj , (5.14)

that immediately imply Theorem 1.
Excluding δdeg from (5.13) and (5.14), we get

Corollary 4. The Prym class λP on PQg is related to the Hodge class λ, the
tautological class ψ and the boundary classes δj , j = 0, . . . , [g/2], by the formula

λP − 13λ = −
[g/2]∑

j=0

δj −
3

2
(g − 1)ψ . (5.15)

The Prym class λP is closely related to the Mumford class λ2 = c1(π∗ω2
g) on

the moduli space of curves Mg (in other words, λ2 is the determinant of the vector

bundle p : Qg → Mg). For each (C, q) ∈ Qg there is an isomorphism between the
space H0(C, T ∗C2) of holomorphic quadratic differentials on C and the space Λ−
of Prym differentials on Ĉ defined as follows:

u =
f∗w

v
∈ Λ− , w ∈ H0(C, T ∗C2) , (5.16)

where f : Ĉ → C is the canonical projection and v2 = f∗q. It easy to check in local
coordinates that u is holomorphic and that f∗u = −u. Under the multiplication
q 7→ ǫq the differential u transforms like u 7→ ǫ−1/2u. Since the dimension of Λ−
equals 3g − 3, this implies that λP = p∗λ2 − 3g−3

2 ψ. Thus, (5.15) yields
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Corollary 5. We have

p∗λ2 − 13p∗λ1 = −
[g/2]∑

j=0

δj . (5.17)

This is the famous Mumford’s relation from [13] pulled back to PQg from Mg

by means of the projection p : PQg → Mg.
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