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Abstract An analytical method for investigation of the evo-
lution of dynamical systems with independent on time accu-
racy is developed for perturbed Hamiltonian systems. The
error-free estimation using of computer algebra enables the
application of the method to complex multi-dimensional Hamil-
tonian and dissipative systems. It also opens principal oppor-
tunities for the qualitative study of chaotic trajectories. The
performance of the method is demonstrated on perturbed
two-oscillator systems. It can be applied to various non-linear
physical and astrophysical systems, e.g. to the long-term
planetary dynamics.

1 Introduction

The high accuracy investigation of the evolution of dynam-
ical systems is a principal task in various astrophysical and
physical problems, e.g. trajectories of artificial satellites test-
ing the General Relativity [1], orbits and precession of plan-
ets of the Solar system [2, 3], galactic dynamics and grav-
itating N-body problem [4], etc. Therefore, development of
more advanced methods, especially of those enabling non-
iterative, and hence with negligible error storage at each it-
eration, for description of evolution of dynamical systems or
broadening the classes of systems to which they are applica-
ble, are of particular interest.

Among the principal issues is the numerical treatment of
systems in chaotic regimes, including the tools for revealing
the chaos. For example, since, on the one hand, Lyapunov
exponents are characteristics in the limit of infinite time, on
the other hand, long iterative trajectory computations lead to
inevitable accumulation of errors, suggested numerical pro-
cedures for n-dimensional non-linear systems (e.g. [5]) can
be applied and interpreted with limited efficiency. Hence,
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time error-free schemes developed even for particular mod-
els such as [6], can be efficient.

Methods of theory of dynamical systems are rather ef-
ficient for numerical studies of complex systems, including
chaotic, random ones [7–9], and that approach is used be-
low. We develop further the resolvent method suggested in
[10, 11]. The main issues elaborated below are:

1. Avoiding of the explicit use of Laplace and inverse
Laplace transforms, and obtaining an essentially simplified
evolution function representation, we broaden the classes
of dynamical systems to which the method is applicable,
namely, to non-linear Hamiltonian systems with many de-
grees of freedom. This is crucial, particularly, for N-body
codes [4].

2. The evolution function is obtained analytically i.e.
with an accuracy independent of time and establishes the
asymptotic and time-average characteristics of the system
and, hence, enables one to deal also with chaotic trajecto-
ries. To this end, the error-free estimation of phase point
(state) evolution in time allows to characterise the behavior
and system’s accessory at ergodic or mixing phase space re-
gions. This is, again, a principal topic for gravitating N-body
systems known to possess chaotic properties [12].

3. The choice of the initial function, i.e. of the one not
affected by perturbations, as a periodic function is justified
in various physical contexts, the newly applied procedure
does not involve the Fourier expansion used previously at
resolvent computation. Hence, the Hamiltonian and the ini-
tial function can be represented in more convenient variables
depending on the particular dynamical system and aims, e.g.
unbounded and non-periodic, differing from action-angle vari-
ables.

Hamiltonian formalism introduced for dissipative sys-
tems needs specific steps, and the transformation to even-
dimensional Liouville system usually mounts additional con-
straints, e.g. the dual Hamiltonian description [13, 14] for
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damping systems requires introduction of auxiliary supple-
ment. Based on this, the developed method allows one to
follow the trajectory change of the Hamiltonian’s principal
term, not paying attention to the additional part. Then the re-
duction in [11] is again applicable via the scheme introduced
here.

The method developed below, as we show also with com-
putations on sample systems, enables one the error-free study
for broad classes of dynamical systems - of perturbed Hamil-
tonian and dissipative ones - and can be applied to complex
physical systems.

2 The evolution function and the resolvent

Hamiltonian equations for a perturbed system given by Hamil-
tonian

H(p,q,β ) = H0(p,q)+βV (p,q), (1)

are considered in [10, 11] in a unified form

ẋk = Ak(x) , (2)

where (x1,x2, . . . ,x2n−1,x2n) = (p1,q1, . . . , pn,qn).
Systems (1) are the key ones in Kolmogorov-Arnold-

Moser (KAM) theory stating the survival of the perturbed
tori when certain conditions are fulfilled [7].

Then for any smooth function f (x) the following equa-
tion holds

d
dt

f (x)−LA f (x) = 0 (3)

where

LA = Ak(x)
∂

∂xk . (4)

Considering f (·) as a function of generalized coordinate,
conjugate momenta and time, the equation describing the
evolution of this function in the phase space changing ac-
cording to (1), gets the form

d
dt

f (x, t)−L(β ) f (x, t) = 0, x≡ (p,q) . (5)

Then, according to Hamiltonian equations

L(β ) = L0 +βL1 ,

L0 =
∂H0
∂ pk

∂

∂qk −
∂H0
∂qk

∂

∂ pk
= {H0, ·} ,

L1(V ) = ∂V
∂ pk

∂

∂qk − ∂V
∂qk

∂

∂ pk
= {V, ·} .

(6)

The evolution equation can be changed from the canonical
variables to action-angle ones used in KAM-analysis to de-
scribe the phase portrait (Torn×Rn) of the trajectories (see
[7], §50). Then

H(I,ϑ ,β ) = H0(I)+βV (I,ϑ) (7)

and

L0 =
∂H0(I)

∂ Ik
∂

∂ϑ k = ωk(I) ∂

∂ϑ k ,

L1(V ) = ∂V
∂ Ik

∂

∂ϑ k − ∂V
∂ϑ k

∂

∂ Ik
.

(8)

where ωk(I) = ∂H0(I)
∂ Ik

.
By means of the Laplace transform

f̃ (x,s) = L { f (x, t)}=
∫

∞

0
dt f (x, t)e−st , (9)

one can rewrite equation (5) as follows:

s f̃ (x,s)−L(β ) f̃ (x,s) = f (x,0) (10)

or

f̃ (x,s) = Rs(L)g(x) ,

g(x)≡ f (x,0) ,
(11)

where the resolvent Rs(L) is equal to

Rs(L) = (s−L(β ))−1 . (12)

For any well defined operators A and B one can show the
resolvent satisfies following relation

Rs(A)−Rs(B) = Rs(A) [A−B]Rs(B) . (13)

Then, by means of the inverse Laplace transform, the
time domain of Rs(·) can be defined, e.g. for A

L −1 {Rs(A)}=
∫

C

ds
2πi

estRs(A) = etA , (14)

where the contour of integration is

C = {σ + iγ, σ = a > 0,−∞ < γ < ∞} . (15)

Thus, one can rewrite (13) as

etA− etB =
∫ t

0
dτ e(t−τ)A [A−B] eτB . (16)

Per contra

f (x, t)≡ etLg(x) , (17)

indeed, due to (9), (11)

f̃ (x,s)≡L
{

etL}g(x) = Rs(L)g(x) . (18)

Finally, if A = L(β ) and B = L0 by means of (16) - (17)
we get the desired formula,

f (x, t)= etLg(x)=
[

etL0 +β

∫ t

0
dτ e(t−τ)L L1 eτL0

]
g(x) (19)

or

f (x, t) =
+∞

∑
k=0

β
k [etL0L1∗

]k
etL0g(x)

=
N

∑
k=0

β
k [etL0L1∗

]k
etL0g(x)+o(β N)

(20)
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where

(u∗ v)(t) =
∫ t

0
dτ u(t− τ)v(τ) ,

i.e. at fixed perturbation β , by variation of N, we can
reach a given accuracy. In order to reach higher accuracies,
the exp(tL) in (19) should be calculated recursively substi-
tuting the equation itself under the integral.

Notably, for N = 1

f (x, t) = et(L0+βL1)g(x)

=

[
etL0 +β

∫ t

0
dτ e(t−τ)L0 L1 eτL0 +o(β )

]
g(x) .

(21)

Hence, the evolution for initial function f (x,0) = g(x)
is found. Then, after selecting the point(state) in the phase
space, e.g. the maximum of f ( · , t), for each t we pursue
the time evolution of the point(state), thus determining the
evolution of the Hamiltonian system in those time instances.

Presented method can be slightly modified (by adding an
extra variable t with ṫ = 1 equation) for the possible explicit
time-dependent Hamiltonian systems.

The developed scheme, besides providing computation
accuracy independent on time, also allows one to investigate
the qualitative properties of the Hamiltonian system within
the ergodic theory approach. Namely, despite the fact that
analytical solution for Hamiltonian equations may not even
exist due to internal resonances between different degrees of
freedom, the precise time evolution for any state can be de-
rived using the developed method. Such results can be used
to distinguish to which class of dynamical systems the in-
vestigated system belongs to, e.g. of ergodic, weak mixing,
K-system, etc.

The obtained exact form of f ( · , t) is more convenient
for the study of asymptotic and average properties of the
system. In a Hilbert space the time-average of the evolution
(20) of the system is obtained by von Neumann’s theorem
as

lim
T→∞

1
T

∫ T

0
etLg(x)dt = 〈etLg(x),1〉 . (22)

3 Error-free evolution: sample systems

The elimination of the explicit Laplace transform provides
superior feasibility for computer algebra calculation than
those described in [10],[11]. Note, that one is free to choose
the initial function g(x) from the set of the smooth functions
upon the convenience for the studied system or the aims.

For the sample system, we will consider β � 1 for sim-
plicity. It is important to note that, in the case of sufficiently
large perturbations i.e. β →∞, by applying duality principle
[15], one obtains rescaled Hamiltonian and by "Dual" KAM
theorem perturbed invariant tori stay preserved.

Fig. 1 The time evolution of the surface determined by Eq. (26) for
I1 = const, I2 = const,β = 0.03. The motion is regular with T = 20
period.

Consider a dynamical system given by a two-dimensional
Hamiltonian of two oscillators in action-angle form with dif-
ferent combination of a small perturbation

H(I,ϑ ,β ) = ω1 I1 +ω2 I2 +βV (I,ϑ) , (23)

V1(I,ϑ) = I1 cosϑ2 ,

V2(I,ϑ) = I1 sinϑ2 + I2 cosϑ1 .

We have the following exact form for the operator

etL0g(I,ϑ) = g(I,ϑ + tω). (24)

The initial function f (I,ϑ ,0) was chosen in the form

g(I,ϑ) =−1
2

n

∑
k=1

(
Ik− Ik0

)2
+

n

∑
k=1

cos
(
ϑ

i−ϑ
i
0
)
. (25)

Then the evolution of the systems by means of the de-
scribed procedure is obtained respectively

f1(I,ϑ , t) =− 1
2

(
(I1− I10)

2 +(I2− I20)
2
)

+cos(ϑ1−ϑ10 + tω1)+ cos(ϑ2−ϑ20 + tω2)

+ω
−1
2

(
β (I1(I2− I20)(cos(ϑ2 + tω2)− cosϑ2)

+(sinϑ2− sin(ϑ2 + tω2))sin(ϑ1−ϑ10 + tω1))
)
,

(26)

f2(I,ϑ , t) = (2ω1ω2)
−1
[

2βω1

(
(cos(ϑ2 + tω2)− cosϑ2)

×sin(ϑ1−ϑ10 + tω1)+ I1(I2− I20)(sin(ϑ2 + tω2)− sinϑ2)
)

−ω2

(
2β

(
(I1− I10)I2(cosϑ1− cos(ϑ1 + tω1))+(sin(ϑ1 + tω1)

−sinϑ1)sin(ϑ2−ϑ20 + tω2)
)
+ω1

(
(I1− I10)

2 +(I2− I20)
2

−2cos(ϑ1−ϑ10 + tω1)−2cos(ϑ2−ϑ20 + tω2)
))]

.

(27)
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Fig. 2 Variation in time of the system given by Eq. (26) with initial conditions I10 = 1.0, I20 = 2.0,ϑ10 = 3.0,ϑ20 = 2.0 for different values of β .

Fig. 3 Variation in time of the system given by Eq. (27) with initial conditions I10 = 1.0, I20 = 2.0,ϑ10 = 3.0,ϑ20 = 2.0 for different values of β .

The evolution of the surface determined by the function
f1(I,ϑ , t), i.e. corresponding to V1(I,ϑ) perturbation sys-
tem, at different instances of time for I1 = const, I2 = const
is shown in Fig. 1. The surface change and therefore the tra-
jectories are regular in view of t = 0,20,50 and t = 10,30
matching. In Figs. 2 and 3 the variations of (I,ϑ) by the time
for different values of β are shown. One can observe devi-
ations compared with the unperturbed (integrable) system’s
evolution. In Fig. 4 the contour lines are presented for the
function f2(I,ϑ , t). The phase tori deformed at the increase

of β in time are not destroyed, but remain only slightly de-
formed, as stated by KAM theory.

During computations, at the increase (decrease) of β by
an order of magnitude, the calculation time varied propor-
tional, at the accuracy 10−6.
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Fig. 4 Evolving contour lines for V2(I,ϑ) with increasing time and perturbation. The deformated tori at t = 60 reappear again as stated by KAM
theorem.

4 Conclusions

We described a method of numerical investigation of evo-
lution of dynamical systems independent on time accuracy,
i.e. not based on iterations as the typical numerical codes
but based on exact computation of the evolution function.
In such formulation the method enables the use of computer
algebra.

Essential point here is that the avoidance of the Laplace
transform and spatial integration eliminates possible imagi-
nary component appearance during computer algebra calcu-
lation, as could happen at the previous procedure. Then the
resulting form for the evolution function is far more practical
in further study and analysis. We demonstrated the method
on an example of two-dimensional Hamiltonian of two os-
cillators and the error-free time evolution was shown for var-
ious values of the perturbation parameter β ; the survival of
the perturbed tori was shown in accordance to KAM theory.

The developed method can be applied to various physi-
cal and astrophysical many-dimensional non-linear systems,
most notably, to gravitating N-body problem, i.e. to the long
term planetary system evolution, galaxy, galaxy cluster dy-
namics.

Another intriguing area of application can be the evo-
lution of cosmological perturbations vs N-body formalism,
particularly, for scalar perturbations within the discrete grav-
itating masses approach of [16] due to the possibility of
adopting the modified method (dependent on the specific
prospect) to dissipative systems (e.g. in quasistatic approxi-
mation or via scheme discussed in [13]). Then, after estima-
tion of the error-free expressions, the cosmic structure for-

mation and evolution, back reaction effects can be revealed
in more details.
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