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ABSTRACT

Based on one-month long MMT time-series observations of the open cluster M37, we monitored light variations of nearly 2500 red dwarfs and successfully identified 420 flare events from 312 cluster M dwarf stars. For each flare light curve, we derived observational and physical parameters, such as flare shape, peak amplitude, duration, energy, and peak luminosity. We show that cool stars produce serendipitous flares energetic enough to be observed in the r-band, and their temporal and peak characteristics are almost the same as those in traditional U-band observations. We also found many large-amplitude flares with inferred $\Delta u > 6$ mag in the cluster sample which had been rarely reported in previous ground-based observations. Following the ergodic hypothesis, we investigate in detail statistical properties of flare parameters over a range of energy ($E_r \approx 10^{31} - 10^{34} \text{ erg}$). As expected, there are no statistical differences in the distributions of flare timescales, energies, and frequencies among stars of the same age and mass group. We note that our sample tend to have longer rise and decay timescales compared to those seen in field flare stars of the same spectral type and be more energetic. Flare frequency distributions follow power-law distributions with slopes $\beta \sim 0.62 - 1.21$ for all flare stars and $\beta \sim 0.52 - 0.97$ for stars with membership information ($P_{\text{mem}} \geq 0.2$). These are in general agreement with previous works on flare statistics of young open clusters and nearby field stars. Our results give further support to the classical age-activity relations.

Subject headings: open clusters and associations: individual (M37) — stars: activity — stars: flare — stars: low-mass — stars: statistics — techniques: photometric

1. Introduction

Stellar flares are good observational tracers of magnetic activity in low-mass stars (especially M dwarfs), since the intense release of flare energy is necessarily related to magnetic fields that are generated by dynamo process as on the Sun. Stellar flares are often thought of as being in some way analogous to solar flares because they follow the same universal correlations over many orders of magnitude in energy, peak luminosity, and total duration at almost all wavelengths (e.g., EUV, Hard/Soft X-ray, UV, white light, and radio emissions). However, the parameter range of stellar flares is much broader than that for the Sun. They can also release $10^6$ times more energy in total and have substantially strong field strengths (e.g., Aschwanden et al. 2008, Benz & Güdel 2010, Shibata & Magara 2011).

Since the seminal work by Lacy et al. (1976), a number of studies have examined the flare properties and statistics in optical regime, such as frequencies, amplitudes, time-scales, and energies for a handful of active M dwarfs (e.g., Moffett 1974, Pettersen et al. 1984, Leto et al. 1997, Ishida et al. 1993, Hawley & Pettersen 1991, Dal & Evrend 2010). One of the important findings is that flare frequency distribution can be approximated by a power-law in energy, indicat-
ing that less energetic flares tend to occur more frequently. The power-law distribution indicates that the flare process exhibits self-similar, scale-invariant statistics within the observed energy range (Benz & Güdel 2010).

This is not a special property limited to the flare stars having an exceptionally high flaring rate. Kowalski et al. (2009) quantified the flaring properties of \( \sim 50,000 \) M dwarfs using the low-cadence photometric light curves in SDSS Stripe 82. Based on these much larger and less biased sample, they confirmed that the amplitude, luminosity, and flaring rate of the SDSS flares are consistent with those found from dedicated photometric monitoring campaigns. Another new result is that even inactive stars (no H\( \alpha \) emission in the quiescent spectrum) can exhibit flare variability, as well as active ones. A more extensive analysis of magnetically inactive stars is given in Hilton (2011) for the first time, according to which inactive stars flare less frequently than the active stars as expected.

This kind of statistical study is extended to M dwarf flares in both the red-optical and near-infrared (NIR) regimes. Using the combination of 2MASS and SDSS multi-epoch database, Davenport et al. (2012) showed that the signatures of flares are detectable even in the NIR passbands. They found that the frequency of NIR flare detection is about two orders of magnitude lower than those detected in optical bands. Kepler data provides a new opportunity to measure the properties of white-light flares on solar- and late-type stars (Walkowicz et al. 2011; Balona 2012, Maehara et al. 2012, Shibayama et al. 2013). Among these studies, Walkowicz et al. (2011) focused on \( \sim 23,000 \) cool dwarfs with K–M spectral types and showed that flare stars closer to the Galactic plane are statistically younger and more likely to be magnetically active. This age-activity relation is in good agreement with spectroscopic studies of M dwarfs in SDSS (e.g., West et al. 2008, 2011).

Star clusters offer excellent opportunities to examine how stellar magnetic activity depends on age and rotation rate. However, such studies are rare due to the large amount of telescope time required to properly sample stochastic flare events. Table 1 summarizes the previous optical, UV, radio, and X-ray observations of flares in the region of young- and old-aged open clusters (30 Myr~\( \sim 4 \) Gyr). Most of flare samples are too small to obtain reliable statistics, except for the long-term optical monitoring data. Moreover, only a few attempts were made to examine how many flare stars still exist in open clusters and how their flare properties change over the duration of the observations (Ambartsumyan et al. 1970, 1971, 1972, 1973; Gershberg & Shakhovskaya 1983).

We hereby investigate the statistical properties of flare and starspot-induced variabilities simultaneously; and seek to understand the relation between age, activity, and rotation in open cluster stars. In this first paper, we present the flare properties and statistics for groups of stars with the same age and mass range in the open cluster M37. Our second paper will deal with rotational properties of the same cluster stars. This intermediate-age (550 Myr) cluster is well-suited target for detection of stellar flares, since a significant fraction of low-mass members are still magnetically active.

In Section 2, we briefly describe archival imaging data of the M37 taken by MMT 6.5m telescope and sample selection for flare searches. We present the details of flare detection procedure in Section 3. In Section 4, we derive the observational and physical parameters of individual flares. Section 5 discuss the statistical properties of flare timescales, energies, and frequencies. Our conclusions follow in the last section.

2. Data description

We used the archival imaging data of the M37 taken by MMT 6.5m telescope (see Hartman et al. 2008 for details). This is from the survey designed to monitor the M37 field (\( \square \approx 24' \times 24' \)) for detection of possible exo-planets. The archive contains almost 5000 images obtained in \( r' \)-band over one-month period. We refer the reader to Chang et al. (2015a) for a detailed description of our new photometric reduction and light curve production. New light curves allow the analysis of brief transients such as flares. The cadence of observations is between \( \sim 80 \) to \( \sim 150 \) seconds for over 90\% of the data.

2.1. Sample selection

We select the cluster M dwarf candidates by their photometric color and location on the color-
### Table 1

**Previous observations of flares in the region of young- and old-aged open clusters**

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>Name</th>
<th>Age (Myr)</th>
<th>Distance (pc)</th>
<th>Method</th>
<th>$N_{\text{star}}^b$ (#)</th>
<th>$N_{\text{flare}}^b$ (#)</th>
<th>$t_{\text{obs}}^b$ (hours)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical</td>
<td>α Persei (Mel 20)</td>
<td>71</td>
<td>187</td>
<td>PG/CCD</td>
<td>7</td>
<td>7</td>
<td>187</td>
<td>a,b</td>
</tr>
<tr>
<td></td>
<td>Pleiades (M45)</td>
<td>135</td>
<td>138</td>
<td>PG</td>
<td>564</td>
<td>1,635</td>
<td>3,250</td>
<td>a,c</td>
</tr>
<tr>
<td></td>
<td>Ptolemy’s Cluster (M7)</td>
<td>299</td>
<td>301</td>
<td>PG</td>
<td>6</td>
<td>6</td>
<td>28</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>Coma Berenices (Mel 111)</td>
<td>449</td>
<td>96</td>
<td>PG</td>
<td>14</td>
<td>21</td>
<td>338</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>Praesepe (M44)</td>
<td>729</td>
<td>187</td>
<td>PG</td>
<td>59</td>
<td>146</td>
<td>680</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>Hyades (Mel 25)</td>
<td>787</td>
<td>45</td>
<td>PE</td>
<td>2</td>
<td>...</td>
<td>...</td>
<td>f</td>
</tr>
<tr>
<td>UV</td>
<td>Pleiades</td>
<td>135</td>
<td>138</td>
<td>NUV</td>
<td>7</td>
<td>4</td>
<td>21.4</td>
<td>g</td>
</tr>
<tr>
<td></td>
<td>Hyades</td>
<td>787</td>
<td>45</td>
<td>FUV/NUV</td>
<td>6</td>
<td>3</td>
<td>8.7</td>
<td>g</td>
</tr>
<tr>
<td>Radio</td>
<td>Pleiades</td>
<td>135</td>
<td>138</td>
<td>VLA (1.4 GHz)</td>
<td>40</td>
<td>...</td>
<td>3</td>
<td>h</td>
</tr>
<tr>
<td></td>
<td>Hyades</td>
<td>787</td>
<td>45</td>
<td>VLA (5 GHz)</td>
<td>9</td>
<td>...</td>
<td>2</td>
<td>j</td>
</tr>
<tr>
<td>X-ray</td>
<td>NGC 2547</td>
<td>36</td>
<td>455</td>
<td>XMM</td>
<td>108</td>
<td>7</td>
<td>13.7</td>
<td>l</td>
</tr>
<tr>
<td></td>
<td>ο Persei</td>
<td>71</td>
<td>187</td>
<td>ROSAT</td>
<td>71</td>
<td>3</td>
<td>6.3–6.9</td>
<td>n</td>
</tr>
<tr>
<td></td>
<td>NGC 2516</td>
<td>113</td>
<td>409</td>
<td>XMM</td>
<td>...</td>
<td>4</td>
<td>27.2</td>
<td>o</td>
</tr>
<tr>
<td></td>
<td>Pleiades</td>
<td>135</td>
<td>138</td>
<td>ROSAT</td>
<td>24</td>
<td>1</td>
<td>1.1</td>
<td>q</td>
</tr>
<tr>
<td></td>
<td>Chandra</td>
<td>139</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>20.1</td>
<td>p</td>
</tr>
<tr>
<td></td>
<td>Hyades</td>
<td>787</td>
<td>45</td>
<td>ROSAT</td>
<td>171</td>
<td>12</td>
<td>5.7–7.6</td>
<td>r,s</td>
</tr>
<tr>
<td></td>
<td>Chandra</td>
<td>18</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td>17.2</td>
<td>t</td>
</tr>
<tr>
<td></td>
<td>NGC 752</td>
<td>1,122</td>
<td>457</td>
<td>Chandra/XMM</td>
<td>21/19</td>
<td>1/1</td>
<td>38.9–13.9</td>
<td>v</td>
</tr>
<tr>
<td></td>
<td>NGC 188</td>
<td>4,285</td>
<td>2,047</td>
<td>XMM</td>
<td>6</td>
<td>1</td>
<td>11.4</td>
<td>w</td>
</tr>
</tbody>
</table>

Note.—We compiled a sample of flare stars in stellar clusters serendipitously detected at different wavelengths (optical, UV, radio, and X-rays between 1980 and 2013. Not all flare stars are confirmed as cluster members. The age and distance of each cluster were taken from the latest version of open cluster catalogs (Dias et al. 2002; Mermilliod 2000). References are as follows: (a) Tsvetkova (2012); (b) Semkov et al. (2000); (c) Haro et al. (1965); (d) Monaña et al. (2011); (e) Jones & Page (1991); (f) Pettersen (1980); (g) Browne et al. (2008); (h) Bastian et al. (1985); (i) Lim & White (1993); (j) Caillet (1988); (k) White et al. (1993); (l) Jeffries et al. (2004); (m) Pillitteri et al. (2004); (n) Piro et al. (1996); (o) Ramaya et al. (2004); (p) Wolk et al. (2004); (q) Schmitt et al. (1993); (r) Stauffer et al. (1993); (s) Roque et al. (1999); (t) Daniel et al. (2003); (u) Stern et al. (1992); (v) Gardino et al. (2008); (w) Gondoin (2009).

*Photographic plate observations: PG; Photoelectric observation: PE; CCD observations: CCD; GALEX FUV/NUV imaging observations: FUV/NUV; Very Long Array radio observations: VLA; ROSAT X-ray observations: ROSAT; XMM-NEWTON X-ray observations: XMM; CHANDRA X-ray observations: Chandra

* $N_{\text{star}}$ is the number of observed known (or candidate) flare stars; $N_{\text{flare}}$ is the number of detected flare events; $t_{\text{obs}}$ is the observing time. Note that in the case of X-ray samples, $N_{\text{star}}$ denotes the number of observed X-ray sources among the possible cluster members.

* The Hyades was observed for a total of 4.44 hours and 4.23 hours respectively in both of the FUV and NUV imaging channels, while the Pleiades was observed solely in the NUV channel.
magnitude diagram (CMD) of the M37 field. It is known that the color range of \( r - i > 0.53 \) and \( i - z > 0.3 \) is occupied by the M and L dwarf classes (West et al. 2005). Since these two colors are sensitive to changes in temperature for cool stars, it allows for proper separation of the stellar locus as a function of spectral type. Kowalski et al. (2009) noted that the limiting \( r - i \) color is reduced to 0.43 and the \( i - z \) color to 0.23, after correcting for the Galactic reddening. For cluster members, we correct the MMT gri magnitudes for extinction by using the conversion relations in Stoughton et al. (2002): \( A_g/E(B - V) = 3.793, A_r/E(B - V) = 2.751, \) and \( A_i/E(B - V) = 2.086, \) respectively. We adopted the cluster parameters from Hartman et al. (2008): \( E(B - V) = 0.227 \pm 0.038, \) \( (m - M)_V = 11.572 \pm 0.13 \) for this procedure.

Using above relations, a total of 15,873 sources were initially selected by the de-reddened color of \( (r - i)_0 > 0.43 \) (the outer dashed rectangular box in the left panel of Figure 1). We did not restrict the \( i - z \) color because the \( z \)-band photometry of this subsample is often unreliable for faint sources. In order to reduce cluster membership ambiguities, we divide the sample into the two groups: cluster stars and field stars according to their CMD locations. We use the terms “cluster sample” and “field sample” while noting that the cluster sample is contaminated by field stars. Hartman et al. (2009) statistically evaluated the contamination of photometrically selected cluster sample to be about 25–50% as a function of magnitude along the main sequence, but it is less reliable at the faint end. To improve the membership information, we used a membership probability \( \left( P_{\text{mem}} \right) \) based on the position of individual stars in the CMD and their radial distance from the cluster center (see Núñez et al. 2015 for details). They considered stars with \( P_{\text{mem}} \geq 0.2 \) to be candidate cluster members since the effect of field star contamination will not be great on rotation-activity analysis of cluster stars. As shown in the right panel of Figure 1, many stars with \( P_{\text{mem}} \geq 0.2 \) (filled blue squares) are included in the inner dashed box (except for faint red stars). In the following sections, we shall address the effect that field star contamination has on our results later.

The inner dashed box in the left panel of Figure 1 gives the sample selection criteria for the cluster sample. This led to the identification of 2459 stars along the cluster sequence in the \( i_0 \) vs. \( (r - i)_0 \) CMD. Based on the mean \( r - i \) color for a given M dwarf spectral type (see Table 1 in Kowalski et al. 2009), each spectral type is indicated by the squares which lie along an extension of the cluster sequence. Among them, only 620 stars have cluster membership probability with \( P_{\text{mem}} \geq 0.2 \).

3. Variability analysis

3.1. Change-point analysis for flare detection (FINDflare)

Flare-like features need to be detected from light curves without a priori knowledge of its shape and underlying brightness variations. Our approach is very simple: we get a series of estimated change-points which correspond to the moments of apparent systematic changes in brightness. The
Fig. 2.— Examples of flares detected by FINDflare algorithm. As shown in the residual plots, the observed data are approximated by a piecewise constant model (red dashed lines). The assumed start times of flare occurrence are indicated by the arrow. Interestingly, our algorithm often detects secondary flares which occur during the decay of a much larger flare (V2192 and V1073). The object IDs are taken from our new variable catalog of the M37 (see Chang et al. 2015b).

The procedure is based on the statistics given by the cumulative sum (CUSUM) chart with bootstrap re-sampling, which is briefly described below (see Chang et al. 2015b for details).

We have a set of discrete time-series data points \( \{x_1, x_2, \ldots, x_n\} \), where \( n \) is the time of occurrence of the \( n \)th data point. The CUSUM values are given by:

\[
S_t = \sum_{i=1}^{t} (x_i - \bar{x})
\]

for \( t = 0, 1, \ldots, n \), where \( S_0 = 0 \) and the mean \( \bar{x} \). The distribution of CUSUM values often has an inflection point at which the sign of the CUSUM slope changes, indicating that a significant deviations occur at this time. This is used to determine whether a given interval of data should be kept as one \((\bar{x}_1 = \bar{x}_2 = \cdots = \bar{x}_n = \bar{x})\) or subdivided into two subintervals \((\bar{x}_1 = \cdots = \bar{x}_p \neq \bar{x}_{p+1} = \bar{x}_n)\). To reduce the rate of false positives, we estimated the confidence level (c.l.) based on the bootstrap procedure. Once sudden change has become apparent for a given region (c.l. > 90%), the location of change-point is initially determined as follows:

\[
p_t = \arg \max_{t \in [0,n]} |S_t|,
\]

where \( p_t \) denotes the last point before the change occurred. The time-series data is split into two segments on each side of the change point, and the analysis is repeated for each segment until no more significant change point is detected. All identified change-points thus define the segments (i.e., piecewise constant level sets), characterized by the start and end time of a given interval with its mean and variance.

Lastly, we perform flare detection process for each segment. For the \( i \)th measurement of a light curve, a simple selection criteria is given by the expressions:

\[
\begin{align*}
x_i - \bar{x}_L &< 0, \\
\frac{|x_i - \bar{x}_L|}{\sigma_L} &\geq N_1, \\
\frac{|x_i - \bar{x}_L + w_i|}{\sigma_L} &> N_2, \\
ConM &\geq N_3,
\end{align*}
\]
where the mean $\bar{x}_L$ and deviation $\sigma_L$ are the local statistics for a given segment, $w_i$ is the photometric error at epoch $i$, and $ConM$ is the number of consecutive points which satisfy the equations (3a–3c). The values of $N_{1,2,3}$ are taken to be at least larger than 3, 1, and 3, respectively.

Figure 2 shows the combined result of the change-point analysis and identification of flare candidates in stars with and without underlying variability. The light curves are well approximated by piecewise constant model with several discrete segments. This model simplifies the task of detecting significant deviations from the mean level (i.e., statistical outlier). Also, our algorithm can identify flare candidates, regardless of intrinsic variability.

Many of flare candidates are short-duration ($3 \leq N_3 \leq 5$) events. Therefore their variability is suspected especially when such events are only partially observed, and found either at the end or beginning of available data. Our algorithm compares the light curves of flare candidates with those of nearby stars to ensure that these events are real.

### 3.2. Removal of periodic variability

Cool spots on the surface of stars are the dominant cause of periodic variability seen in some flare stars (e.g., V706 in Figure 2). Since these underlying variations can affect the extraction of flare parameters (see Section 4), we removed quasi-periodic patterns by a least-square harmonic fit to the data. The model function is expressed as follows, which comprises a Fourier series truncated at harmonic $h$:

$$m_h(t) = \bar{m}_0 + \sum_{h=1}^{4} A_{2h-1} \sin(B) + A_{2h} \cos(B); \quad (4)$$

$$B = h \cdot 2\pi t / P,$$

where $\bar{m}_0$ is the global mean for a whole range of data, $A_{2h}$ and $A_{2h-1}$ are the amplitudes obtained in each harmonic model, and $P$ is the period of the star. The initial periods are taken from tables in our new catalog of variable stars in the field of M37 (see Chang et al. [2015]). As a conservative approach, we have re-estimated the rotational period after rejecting outliers $> \pm 3\sigma$, including flare-like features. Then, the best-fit model is determined by comparing the difference of the reduced chi-squared values ($\Delta \chi^2$) before and after subtracting the harmonic models ($h=1–4$). A total of 401 stars out of the 2495 cluster sample exhibit clear quasi-sinusoidal variations, which are removed from light curves to ensure proper characterization of flare events.

### 3.3. Rejection of false positives

There is a possibility of false positives. Since the new light curves are derived based on the total flux within a measuring aperture, various contaminations can cause photometric bias. Most of false positives turned out to be related to CCD charge bleed (i.e., blooming), diffraction spikes around the bright stars, moving objects, and seeing-correlated variations due to blends of stars. This kind of false positives can be most accurately verified by visual inspections. Figure 3 shows thumbnail light curves and images of falsely identified events. The abrupt variations in the photometry are evident when artifacts intrude into
the measuring aperture of target stars.

As shown in the top panels of Figure 4, flare star V2172 is an interesting case; a real flare and a false-positive event (moving object) are observed at different epochs. The latter one is easily discriminated from real flare with its symmetric light curve. Another exceptional case is a pair of flare candidates (V2233 and V2234), which exhibit a sudden increases in brightness that would be expected in a typical flare. However we note that one of them is caused by the flare of the adjacent star, not its intrinsic magnetic activity (see bottom panels of Figure 4). Since these objects are very faint and their position in the master frame is very close (0.79″), it is difficult to distinguish in a single frame. Further difference imaging analysis is needed to confirm which star is really responsible for this flare event.

3.4 Summary of flare search

After visual inspection of all candidates found in the region of interest, as defined in the Section 2.1, we identified a total of 604 unique flare events from M-type dwarfs. Among these events, 420 flares are from 312 stars in the cluster sample, while 184 flares are from 107 stars in the field sample. As shown in the two CMDs of Figure 5, most of flare stars lie on the cluster sequence as expected (black pluses). We show for comparison the flare sample of 17 F–K type dwarfs (21 flares) that were already reported in our previous paper (Chang et al. 2015) with orange squares in Figure 5. It shows that stars of all colors cooler than spectral type A can produce serendipitous flares, which are energetic enough to be observed even in the r-band.
Table 2

Summary of flare samples

<table>
<thead>
<tr>
<th>Cluster sample</th>
<th>Field sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_0^a$</td>
<td>$N_s^b$</td>
</tr>
<tr>
<td></td>
<td>$N_f^c$</td>
</tr>
<tr>
<td></td>
<td>$N_e^d$</td>
</tr>
<tr>
<td></td>
<td>$N_s$</td>
</tr>
<tr>
<td>$N_f$</td>
<td>$N_e$</td>
</tr>
<tr>
<td></td>
<td>$\sum N_f$</td>
</tr>
<tr>
<td></td>
<td>$\sum N_e$</td>
</tr>
</tbody>
</table>

| 16–17          | ...          |
| 17–18          | 148 (81)     |
| 18–19          | 289 (175)    |
| 19–20          | 235 (141)    |
| 20–21          | 226 (142)    |
| 21–22          | 509 (80)     |
| 22–23          | 568 (1)      |
| 23–24          | 201 (0)      |
| 24–25          | 9 (0)        |
| Total          | 2495 (620)   |

Note.—Extinction-corrected magnitudes are not reliable for the field region samples. For the cluster sample, the values in the parenthesis correspond to the number of stars with membership information ($P_{mem} \geq 0.2$).

$^a$Average $r_0$ magnitude after extinction correction (see Section 2.1).

$^b$Number of sample stars in each magnitude bin.

$^c$Number of identified flaring stars, some of which flare multiple times during the observation span.

$^d$Number of flare events.

Table 2 summarizes the number of flare stars ($N_f$), the number of flare events ($N_e$), and the number of sample stars ($N_s$) for nine consecutive magnitude intervals. For the cluster sample, the values in the parenthesis correspond to the number of stars with membership information ($P_{mem} \geq 0.2$). The number of flaring stars is only a small fraction of the total number of objects in the M37 field ($<3\%$), but it provides sufficient numbers for a statistical comparison of the characteristics. For the cluster sample, the ratio of flare stars to sample stars ($N_f/N_s$) in each magnitude bin is about 10\%–16\%. This ratio is similar to that observed in stars with $P_{mem} \geq 0.2$ (6\%–17\%). The number of flare stars and their occurrence rate both increase with decreasing luminosity down to magnitude limit of the survey ($r \sim 23$). These are likely due to the increasing contrast effect of the white-light flare emission against the cool photosphere (e.g., Walkowicz et al. 2011; Davenport et al. 2012). Since the detectability of flare events depends on several observational factors, we discuss limitations of our data quality that affect the range of marginally detectable flare events (see Section 5.2 for details).

Because flare stars have finite activity lifetimes and their activity fraction declines with Galactic height (e.g., West et al. 2008, 2011), our field sample is expected to be a part of nearby, young, active K–M dwarfs in a thin disk. Assuming a extinction coefficient given by Schlegel et al. (1998), we estimated the distance of each star derived from the photometric parallax relations (see Bochanski et al. 2010 for details):

$$m_r - M_r(r-i) = 5 \log d - 5 + A_r,$$

where $d$ is the distance, $m_r$ is the apparent magnitude, $A_r$ is the extinction in the $r$-band, and $M_r(r-i)$ is the color-absolute magnitude relation. After obtaining the distance, the vertical distance from the Galactic plane, $|Z|$, can be estimated by converting a spherical coordinate system $(l, b, d)$ to a cylindrical coordinate system $(R, Z, \phi)$. The position of the Sun was set at $R_\odot=8.5$ kpc and $Z_\odot=15$ pc above the mid-plane of the Galactic disk. The results show that most of them are likely to lie within 200 pc from the center.\[\footnote{M_r = 5.025 + 4.548(r-i) + 0.4175(r-i)^2 − 0.18315(r-i)^3; (see erratum in Bochanski et al. 2010)}\]
Galactic plane. In spite of the intrinsic large uncertainty of photometric parallaxes, this supports that our field sample stars are indeed foreground, thin disk population.

4. Measurement of flare parameters in the light curves

As shown in Figure 6, the light curves of discovered flare events show diverse morphologies in terms of its shape, size, and duration. Flare variability cannot be described as a one-parameter family of model functions, so we obtain several observational and physical parameters from flare light curves in Section 4.1 and Section 4.2.

4.1. Observational flare parameters

We define basic observational parameters of flare events as follows: (i) the magnitude of observed peak ($\Delta m_{\text{peak}}$) and its epoch ($t_{\text{peak}}$), (ii) the timescales of flare evolution both in the pre-peak ($t_{q,\text{rise}}$) and the post-peak ($t_{q,\text{decay}}$) regimes of flare curve (i.e., the parts before and after the point of maximum), where the subscript $q$ denotes the flux fraction relative to peak level, and (iii) the magnitude difference $\Delta m_{\text{base}}$ between the first epoch data ($t_{0,\text{rise}}$) and the last epoch data ($t_{\text{last}}$) of flare observations. For the convenience of calculation, we take the epoch of maximum flare light as a reference point.

The concept of observational flare parameters is illustrated for a typical case in Figure 7. The moment of flare peak is considered as a reference point ($t = 0$). We initially determined the timescales of flare variability in the range of $0 \leq q \leq 1$, using single or multiple discrete exponential decay models. The model is expressed as the sum of the exponential functions:

$$y(t) = \sum_k f(t; \alpha_k, \beta_k, \lambda_k),$$

$$f(t; \alpha_k, \beta_k, \lambda_k) = \alpha_k \exp(-\lambda_k \cdot t) + \beta_k,$$

where $\alpha_k$, $\beta_k$, and $\lambda_k$ are the best-fitting parameters to produce piecewise curve approximation. The fitting is performed with an iterative optimization method based on the Levenberg-Marquardt solver.

To estimate the quiescent luminosity for each star in the cluster sample, we adopt the distance of 1490 pc (Hartman et al. 2008). Since the measured flux density within the passband corresponds to the stellar flux at the effective wave-
length of the filter, it can be approximated as:
\[ L_r = 4\pi d^2 \int f_\lambda d\lambda \]
\[ \simeq 4\pi d^2 \cdot f_{\lambda_{\text{eff}}} \cdot \Delta\lambda, \]  
where \( d \) is the distance of the star in pc, \( f_\lambda \) is the spectral density of flux in erg cm\(^{-2}\) s\(^{-1}\) \( \AA^{-1} \), \( \lambda_{\text{eff}} \) is the effective wavelength in \( \AA \), \( \Delta\lambda \) is the width of the filter.
is the effective wavelength of the $r$-filter, and its bandwidth $\Delta \lambda$. The filter system used for the MMT/Megacam is subtly different from those of the SDSS (Fukugita et al. 1996). The response function of Megacam $r$-filter is more extended to the red part of spectrum than that of the SDSS, and thus the integrated spectral flux is somewhat larger (about 0.3%) for our data set. Errors in the estimated quiescent luminosities are dominated by the distance uncertainty ($\pm 120$ pc) which causes variation of about 15% (i.e., $\log L_r = \pm 0.07$). For fainter stars $\log L_r < 29.93$ erg s$^{-1}$, the photometry error becomes dominant.

We also estimated the flare luminosity $L_{r, \text{peak}}$ at maximum brightness (erg s$^{-1}$) after subtracting the quiescent stellar $r$-band flux. The derived physical parameters of flares detected in the cluster sample are listed in Table A2. Since the observations do not always have a continuous time coverage, only a lower limit to the physical parameters could be given in some cases ($\sim 20\%$ of our full sample). Hence, subsequent estimates should be interpreted with some caution when we statistically quantify the properties of flares, both including or excluding these subsamples with incomplete light curve.

5. Statistical properties of flare timescale, energy, and frequency

5.1. Light curve characteristics of flares

In this section, we discuss the temporal and peak characteristics of flares in the whole flare star sample (Table A1).

5.1.1. Rise and decay timescales

The time evolution of stellar flares is characterized by different timescales, but it is often convenient to treat them as two principal phases: an initial impulsive phase and later gradual phase. This reflects the basic assumption that most stellar flares follow similar consequence of the same elementary physical mechanisms (Benz & Güdel 2010). The impulsive phase is defined as the quickly varying part of the light curve which shows a fast rise to maximum magnitude followed by a fast decay. The gradual decay phase begins with a turnover from fast to slow decay, as suggested by Hawley & Pettersen (1991); Kowalski et al. (2013). In general, the initial phase of energy release lasts from tens of seconds to tens of minutes, and then returns to its pre-event level on timescales of tens of minutes or hours.

In Figure 8 we show the time evolution of individual flares on the flare rise $t_{q, \text{rise}}$ and decay $t_{q, \text{decay}}$ timescales. The rise timescales $t_{0, \text{rise}}$ of flares are distributed between 0.6 and 20 minutes, while the decay timescales are longer than the rise timescales ($t_{0, \text{decay}} = 1.6$–260.1 minutes); and the total duration $\tau_0$ ranges from 3.5–263 minutes (0.06–4.4 h). For each $q$ value, we used the rise and decay timescales to measure the flare asymmetry, which is defined as the fraction of timescales after and before the flare peak ($A_f = t_{q, \text{decay}}/t_{q, \text{rise}}$).

We take the values between 0.1 and 100, in which $A_f = 1$ corresponds to a time-symmetric case.
Fig. 8.— Time evolution of the individual flares on the $t_{q,\text{rise}}$–$t_{q,\text{decay}}$ diagram. The black squares show the clipped mean and standard deviation of for $q$ values from 0.0 to 0.9 in steps of 0.1. For convenience, the distributions of timescales are shown at both $q = 0$ (green points) and $q = 0.9$ (red points), respectively. The dashed lines indicate flare asymmetry $A_f$ between 0.1 and 100.

($t_{q,\text{decay}} = t_{q,\text{rise}}$). It is shown that the boundary between impulsive and gradual phases occurs at $q = 0.5$–0.6, where it is shown for the values of $A_f = 2$–3. In practice, Kowalski et al. (2013) used the full width of the light curve at half-maximum (i.e., $\tau_{0.5}$) as the timescale of the impulsive phase of the flare. In their flare samples, the impulsive timescale covers a very broad range with a mean value of $\langle \tau_{0.5} \rangle = 7.1 \pm 6.3$ minutes.

In Figure 9 we compare our rise and decay timescales with two recent work of flare monitoring (Dal & Evren 2010; Hilton 2011). Their observations provide a large, statistically significant sample of flares of a few active stars. Considering the coarse time resolution of our data, there is a general agreement with flare timescales obtained from previous studies. These characteristic timescales are common for both cluster and field flare stars, indicating that they follow the same physical processes during flares. Our sample tend to have slightly longer rise and decay timescales compared to individual flares from a few stars. Since the flare duration is tightly correlated with the flare energy, our sample tend to be more energetic (see also Figure 16 and Figure 17). Dal & Evren (2010) found many more short time-scale flares with their much finer time resolution. This result tells us the approximate minimum time-scale for which the present study is sensitive.
Fig. 10.— Transformation between the $r$-band response and the $u$-band response for each flare in the cluster sample. The gray squares indicate the sample of Kowalski et al. (2013). We estimated the $r$-band amplitudes of flares for their sample by applying the same conversion method. The sub-figure on the lower-right shows the zoom-in of the low-amplitude flares ($\Delta r < 0.2$ mag).

### 5.1.2. Peak amplitudes

The photometric response of flares depends on spectral type of the star and filters. Using a two-component flare model with quiescent M0-M6 spectral templates, Davenport et al. (2012) predicted the red-optical and NIR response of flares in M dwarfs, and showed that red-optical filters (gri bands) are sensitive to medium and large flares. Following the method described in Davenport et al. (2012), we estimated the predicted changes in $u$-band for our $r$-band flares. By assigning photometric spectral types using colors with the covariance matrix technique presented in Kowalski et al. (2009), we can transform the $\Delta r$-band to the $\Delta u$-band amplitudes for all flares in the cluster sample.

As shown in Figure 10, even small flares down to $\Delta u \sim 0.4$ are completely recovered by our survey. We also note that our survey detects very large flares ($\Delta u > 6$ mag). The flares with inferred $\Delta u > 6$ mag are listed in Table B and light curves are shown in Figure 10 arranged in order of decreasing peak amplitude. Such large-amplitude flares have been rarely discovered around the mid- and late-M dwarfs (e.g., Hawley & Pettersen 1991; Kowalski et al. 2009, 2010; Schmidt et al. 2014). They do exist in abundance. It tells us that the $u$-band observation of the flares have the advantage of not requiring high-precision photometry, compared to our $r$-band observations.

### 5.2. Statistical correlations of flare energy and other key parameters

In this section, we investigate relations between flare energy and other derived parameters for flare stars in the cluster sample (Table A2). With an assumption that cluster stars of similar physical quantities (mass, luminosity, and age) should have similar statistical properties of flare activity, we group the flare stars into seven magnitude bins ranging from $r_0 = 17$ to $r_0 = 24$. This follows the ergodic hypothesis suggested by Gershberg (2005), for which the number statistics of flares on $n$ stars of similar brightness over the time $T$ is the same as those of the same star over the time $nT$. Each group can also be considered as spectral types along the cluster main-sequence, in which decreasing magnitude indicates later spectral type. In a larger sample of stars of similar spectral types, this statistical approach is useful to understand their flaring nature (e.g., Kowalski et al. 2009; Hilton 2011; Walkowicz et al. 2011; Osten et al. 2012; Davenport et al. 2012; Shibayama et al. 2013).

#### 5.2.1. Distribution of flare energy $E_r$

It is known that stellar flares radiate energy at all wavelengths like on the Sun. Among these wavelengths, continuum emission emitted by white-light flare is the main contributor to the total radiated energy (Hawley & Pettersen 1991). The energy budget based on the $r$-band light curve is therefore not sufficient to approximate the total flare energy. In Figure 12, we show the distribution of $r$-band flare energy ($E_r$) for the samples with complete information, which ranges from

\[^3\]J. R. A. Davenport provides a simple IDL program to compute the $ugrizJHK_s$ amplitudes of a flare given the spectral type of the star and the desired amplitude in any one filter. A release version of the code is now available at [https://github.com/jradavenport/flare-grid](https://github.com/jradavenport/flare-grid).
Fig. 11.— Light curves for the flares with inferred $\Delta u > 6$ mag in the cluster sample, which are arranged in the order of decreasing peak amplitude (dashed lines). The $r$-band and its inferred $u$-band amplitudes are also given in the plot.

We found many flares with energies above $10^{33}$ erg, called superflares, which is about 10–100 times more energetic than the largest known so-
Table 3

Properties of the flare samples with inferred $\Delta u > 6$ mag

<table>
<thead>
<tr>
<th>VarID</th>
<th>StarID</th>
<th>FlareID</th>
<th>Sp Type</th>
<th>$r_0$ (mag)</th>
<th>$\Delta r$ (mag)</th>
<th>$\tau_0$ (minute)</th>
<th>$\log E_r$ (erg)</th>
<th>$P_{\text{mem}}$^b</th>
<th>$P_{\text{mem}}$^c</th>
<th>XID^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1798</td>
<td>055205.47+324035.05</td>
<td>F1</td>
<td>M5</td>
<td>23.51</td>
<td>3.74 (8.87)</td>
<td>142.75</td>
<td>34.018</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V192</td>
<td>055256.65+324653.53</td>
<td>F1</td>
<td>M5</td>
<td>22.86</td>
<td>3.29 (8.20)</td>
<td>&gt;180.45</td>
<td>&gt;34.142</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1799</td>
<td>055205.56+323821.31</td>
<td>F1</td>
<td>M5</td>
<td>22.85</td>
<td>3.02 (7.91)</td>
<td>84.61</td>
<td>33.862</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V2209</td>
<td>055301.57+322821.00</td>
<td>F1</td>
<td>M4</td>
<td>22.62</td>
<td>2.45 (7.10)</td>
<td>201.49</td>
<td>33.968</td>
<td>0.32</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>V1738</td>
<td>055158.37+323227.37</td>
<td>F1</td>
<td>M6</td>
<td>23.32</td>
<td>3.38 (7.06)</td>
<td>78.16</td>
<td>33.653</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1651</td>
<td>055144.84+322040.99</td>
<td>F1</td>
<td>M5</td>
<td>23.30</td>
<td>2.35 (7.18)</td>
<td>69.35</td>
<td>33.618</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1883</td>
<td>055215.11+325325.84</td>
<td>F2</td>
<td>M4</td>
<td>21.89</td>
<td>2.05 (6.73)</td>
<td>&gt;151.25</td>
<td>&gt;34.482</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1941</td>
<td>055222.57+323317.73</td>
<td>F1</td>
<td>M4</td>
<td>21.56</td>
<td>2.00 (6.68)</td>
<td>94.32</td>
<td>34.269</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1830</td>
<td>055142.53+323226.22</td>
<td>F1</td>
<td>M5</td>
<td>22.53</td>
<td>1.95 (6.72)</td>
<td>74.22</td>
<td>33.727</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1770</td>
<td>055202.47+322831.46</td>
<td>F1</td>
<td>M4</td>
<td>22.43</td>
<td>1.86 (6.51)</td>
<td>58.33</td>
<td>33.761</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V2012</td>
<td>055231.97+323747.11</td>
<td>F2</td>
<td>M4</td>
<td>22.28</td>
<td>1.73 (6.35)</td>
<td>53.43</td>
<td>33.557</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V2007</td>
<td>055301.49+322821.62</td>
<td>F1</td>
<td>M5</td>
<td>23.65</td>
<td>1.69 (6.41)</td>
<td>53.20</td>
<td>33.142</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V2202</td>
<td>055232.83+322806.18</td>
<td>F1</td>
<td>M5</td>
<td>22.96</td>
<td>1.66 (6.36)</td>
<td>21.56</td>
<td>33.202</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V2205</td>
<td>055301.28+324038.13</td>
<td>F1</td>
<td>M5</td>
<td>23.54</td>
<td>1.65 (6.34)</td>
<td>38.64</td>
<td>33.401</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V2444</td>
<td>055309.20+323800.11</td>
<td>F1</td>
<td>M5</td>
<td>22.94</td>
<td>1.58 (6.26)</td>
<td>86.58</td>
<td>33.286</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1927</td>
<td>055221.06+323912.63</td>
<td>F1</td>
<td>M4</td>
<td>21.96</td>
<td>1.52 (6.07)</td>
<td>64.12</td>
<td>33.722</td>
<td>0.94</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>V1505</td>
<td>055121.71+323647.04</td>
<td>F2</td>
<td>M4</td>
<td>22.39</td>
<td>1.51 (6.07)</td>
<td>64.95</td>
<td>33.771</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1720</td>
<td>055156.68+322701.14</td>
<td>F2</td>
<td>M5</td>
<td>22.87</td>
<td>1.48 (6.13)</td>
<td>139.62</td>
<td>33.778</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1747</td>
<td>055159.86+324407.19</td>
<td>F1</td>
<td>M5</td>
<td>23.24</td>
<td>1.47 (6.11)</td>
<td>82.97</td>
<td>33.277</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1711</td>
<td>055159.09+322723.09</td>
<td>F1</td>
<td>M5</td>
<td>23.28</td>
<td>1.45 (6.09)</td>
<td>41.83</td>
<td>32.596</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

Table 3 (continued)

<table>
<thead>
<tr>
<th>VarID</th>
<th>StarID</th>
<th>FlareID</th>
<th>Sp Type</th>
<th>$r_0$ (mag)</th>
<th>$\Delta r$ (mag)</th>
<th>$\tau_0$ (minute)</th>
<th>$\log E_r$ (erg)</th>
<th>$P_{\text{mem}}$^b</th>
<th>$P_{\text{mem}}$^c</th>
<th>XID^d</th>
</tr>
</thead>
</table>

---

1 Photometric spectral types assigned based on the Table 1 in Kowalski et al. (2013).
2 Periods taken from Chang et al. (2015b).
3 Membership probability based on CMD position and radial distance from the cluster center Núnez et al. (2015).
4 X-ray counterpart ID number from Núnez et al. (2015).

Fig. 12.— Number distribution of the total flare energy in $r$-band ($\log E_r$) per magnitude interval (gray histograms). The red histograms represent stars with membership information ($P_{\text{mem}} \geq 0.2$). The last panel shows the distribution of the total energy for all flares in the cluster sample with complete information (~80% of our full sample).

Fig. 12.— Number distribution of the total flare energy in $r$-band ($\log E_r$) per magnitude interval (gray histograms). The red histograms represent stars with membership information ($P_{\text{mem}} \geq 0.2$). The last panel shows the distribution of the total energy for all flares in the cluster sample with complete information (~80% of our full sample).
son U filter). There is a simple conversion relation among flare energies measured in different filters (Lacy et al. 1976; Kilyachkov & Shevchenko 1978). 

\[ E_U = 1.2E_B = 1.8E_V = 2.1E_{8050}, \]  

(10)

where \( E_{U,B,V} \) are the flare energies in the Johnson UBV passbands and \( E_{8050} \) is a flare energy in the passband with an effective wavelength of 8050 Å (close to the Cousins Ic-band). However, our filter does not overlap precisely with wavelengths covered by either V-band or Ic-band. To obtain the relation between \( E_U \) and \( E_R \), we used results of the flare energy budget from a multi-wavelength observing campaign on the flare star AD Leo (Hawley & Pettersen 1991; Hawley et al. 2003). For the available sample of 4 flares with well-measured light curves, we derived the conversion relations. These relations are nearly matched to previous measurements in the literatures except for the V-band energy budget. We found that \( E_U \simeq 1.05 \pm 0.41E_R \). However, we caution that flare energy scaling between \( E_U \) and red passbands may vary due to the presence and strength of a red continuum component in the used flare sample (Kowalski et al. 2013). Further conversion to MMT/Megacam r band is determined by the ratio of the FWHM of the two filters, \( E_R \sim 1.38E_r \), following the approach of Osten et al. (2012). This relation gives an approximate relation between \( E_U \) and \( E_r \): 

\[ E_U \simeq 1.45E_r \]  

(11)

where we assume that flares with a wide range of total emitted energy follow the same relation. The effects of 1-σ variation in the scaling factor between \( E_U \) and \( E_R \) lead to a range of about ±0.1 in \( \log E_U \).

We plotted the observed ranges of estimated U-band flare energy for this work and for similar studies from the literature. The gray and red histograms are all cluster sample and samples with membership information (\( P_{\text{mem}} \geq 0.2 \)), respectively. The dashed histogram is for the field M dwarfs by Hilton (2011). For flare stars in the Orion and Pleiades clusters, the observed energy ranges are taken from Gershberg & Shakhovskyia (1983). Flares on M dwarfs in open clusters are more energetic than field M dwarfs in the Solar neighborhood within 25 pc. 

The characteristic size of this area is called the fill-

5.2.2. Relation between flare energy and peak amplitude

During the phase of maximum brightness, the flare peak spectra exhibit a steeply rising continuum toward NUV wavelength regime (Balmer continuum: BaC) and its white-light continuum. The shape of this emission resembles that of a hot blackbody emission with a temperature near 10,000 K, regardless of its morphological type, peak luminosity, or total energy (see Section 6 in Kowalski et al. 2013 for details). It is believed to be originated from a compact region on the stellar surface, such as the footprint of magnetic loops on the Sun. Since the Stefan-Boltzmann law for blackbody radiation depends only on the blackbody temperature, the amplitude (or energy rate) of observed flux continuum should be closely correlated with fractional area coverage for flares (Hawley et al. 2003; Kowalski et al. 2010). Accordingly, the ratio of the projected area of the flaring region to the visible stellar surface is expected to be maximized during the flare peak. The characteristic size of this area is called the fill-
ing factor of the blackbody component, $X_{BB}$, that can be derived from the spectra or often from the white-light continuum using broadband photometry (e.g., Hawley & Fisher 1992; Kowalski et al. 2013).

Figure 14 shows a scatter plot of flare amplitude against its energy of our sample for each magnitude bin. The flare energy is related to the peak amplitude in log scale, $E_r \propto \Delta m_{\text{peak}}$. For a given energy value, the later-type stars exhibit relatively larger amplitude variations. The origin of this relation is simply due to the contrast effect as mentioned in previous section. It is interesting that the distribution of subsamples with incomplete light curve (blue squares) does not bias the result. Meanwhile, the distributions of flare amplitude provide bounds on the flare energy that should be detected by our flare-search method. The minimum detectable energy of our survey can be determined by several parameters: apparent magnitude of the star, photometric measurement uncertainty, or light curve RMS value in each segment. Among them, the mean RMS of all light curves ($\sigma_{LC}$) in each magnitude bin is the major limiting factor in the effort of detecting weak flares with less than $10^{32}$ erg.

Since we have no spectral information for the flares from our survey, we used the two-component flare model of Davenport et al. (2012) to estimate the maximum areal coverages of each flare peak. The flare model assumes that the overall shape of flare spectral energy distribution follows a 10,000 K blackbody continuum, and the size of Balmer continuum is set to have 10 times larger surface area coverage than the blackbody component ($X_{BB}=0.1X_{BaC}$). Using the flaregrid data, we chose to do the reverse (spline) interpolation between the surface coverage fraction ($X_{BaC}$) and the simulated flux enhancement ($\Delta r$) in the photometric band. The results of estimated flaring area for the two emission components are shown in Figure 15, in which we also show for comparison (see the bottom panel) the $X_{BB}$ values obtained from the flare peak spectra (Kowalski et al. 2013). The filling factors of the blackbody emission are 0.002–0.5% of visible stellar hemisphere at flare peak. The physical sizes of the flaring area are given by the product of the corresponding surface area (i.e., $\pi R^2$) of the star. These values are calculated assuming a effective radius of 0.62, 0.49, 0.44, 0.39, 0.26, 0.20, and 0.15 $R/R_\odot$ for M0–M6 dwarfs, respectively. The inferred results show that the size of flare area ($2 \times 10^{17}$–$2.5 \times 10^{21}$ cm$^2$) is considerably larger than the value ($\sim 5.8 \times 10^{17}$ cm$^2$; see Table A1 in Neidig & Cliver 1983) for solar

---

*The original reference provided by Reid & Hawley (2005) states 0.36, but should be 0.26.*
Fig. 15.— Estimated surface coverage of flares for the Balmer continuum (top) and the blackbody component (bottom) using the two-component flare model. The gray and red histograms are all cluster sample and samples with membership information \(P_{mem} \geq 0.2\), respectively. The dashed lines show the cumulative distributions. The fractional area coverage for the blackbody varies between approximately 0.002–0.5% during the flare peak. The observed range of the filling factors derived from the flare spectra of five active M3–M4 dwarfs (Kowalski et al. 2013) is indicated by a horizontal bar in the bottom panel.

white-light flares at flare maximum. These characteristics are consistent with previous observations of stellar flares (e.g., van den Oord et al. [1996; Hawley et al. 2003; Kowalski et al. 2010, 2013].

5.2.3. Relation between flare energy and temporal parameter

We investigate the correlation between flare energy and its temporal parameters, such as duration, rise time, and decay time. The \(E_r - \tau_0\) relation is limited by the time resolution of our survey.

In measuring a flare and its duration, we need at least 2 points (<3 minutes) to detect a flare by our detection method, but we find that data sets with more measurements are required to obtain its total duration (at least 5 data points; 7 minutes). The cut-off at short time-scales and low energies shown in Figure 16 is likely due to our time resolution.

Figure 16 also shows a tight correlation in log-log diagrams of the flare energy and its duration in all magnitude intervals. This trend is very sim-
Fig. 17.—Rise and decay times for the flares from the active, mid-M dwarfs (M3–M5) and active, late-M dwarfs (M6–M8), and this work. The former two samples are adopted from Hilton et al. (2010). The $E_r$–$\tau_0$ relation seen in the Figure [16] is mostly explained by the decay time of flares. Depending on the total energy release by flares, these three groups occupy the different areas on the energy-time plane. There is little overlap between the flares from our work and the M3 through M5 active flares.

5.3.2. Flare occurrence rate

According to the intensive photometric monitoring of a single active star (e.g., Moffet 1974, Ishida et al. 1991), flares occur rather randomly in time as a Poisson process, and high-energy flares are less frequent. Unfortunately, we have very few samples ($\leq 4$ recurrences) from each flare star to address statistical properties of individual star (Figure [13]). Using the same scheme mentioned in Section 5.2, however, we estimate the frequency with which a flare of a particular energy can occur, and then compare these rates with previous works.

5.3.1. Flare number rate

We first estimate the average flare number rate for each magnitude bin:

$$N_R(N_t) = \frac{N_e}{\tau_{obs} \times N_t}, \quad (15a)$$

$$N_R(N_e) = \frac{N_e}{\tau_{obs} \times N_e}, \quad (15b)$$

where $N_e$ is the number of flares, $N_t$ is the number of observed stars, $N_f$ is the number of stars that flare, and $\tau_{obs}$ is the total monitoring time ($=74.095$ h). The derived values are summarized in Table [4]. The mean number rates of flares are 0.018 hr$^{-1}$ and 0.002 hr$^{-1}$ for flaring stars and all stars (i.e., flaring+non-flaring stars) in the cluster sample, respectively. It is not much different that of samples with $P_{mem} \geq 0.2$ (see values in parentheses in Table [4]). This kind of statistics has not been possible nor reported previously.

These general relations are similar, but not identical, to those of the $U$-band observations (e.g., Leto et al. 1997).

5.4. Flare occurrence rate

These general relations are similar, but not identical, to those of the $U$-band observations (e.g., Leto et al. 1997).
Table 4
Mean flare number rate \((N_R)\) observed in the cluster sample

<table>
<thead>
<tr>
<th>(r_0)</th>
<th>(N_e)</th>
<th>(N_f)</th>
<th>(N_s)</th>
<th>(n_4)</th>
<th>(n_2)</th>
<th>(n_3)</th>
<th>(n_4)</th>
<th>(n_5)</th>
<th>(N_{R}(N_f))</th>
<th>(N_{R}(N_s))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>((h^{-1}))</td>
<td>((h^{-1}))</td>
</tr>
<tr>
<td>17–18</td>
<td>148 (81)</td>
<td>17 (10)</td>
<td>25 (15)</td>
<td>11 (7)</td>
<td>4 (1)</td>
<td>2 (2)</td>
<td>…</td>
<td>…</td>
<td>0.020 (0.020)</td>
<td>0.0023 (0.0025)</td>
</tr>
<tr>
<td>18–19</td>
<td>289 (175)</td>
<td>28 (18)</td>
<td>34 (23)</td>
<td>22 (13)</td>
<td>6 (5)</td>
<td>…</td>
<td>…</td>
<td>…</td>
<td>0.016 (0.017)</td>
<td>0.0016 (0.0018)</td>
</tr>
<tr>
<td>19–20</td>
<td>295 (141)</td>
<td>32 (16)</td>
<td>54 (24)</td>
<td>18 (10)</td>
<td>9 (5)</td>
<td>3 (0)</td>
<td>2 (1)</td>
<td>…</td>
<td>0.022 (0.020)</td>
<td>0.0024 (0.0023)</td>
</tr>
<tr>
<td>20–21</td>
<td>416 (142)</td>
<td>68 (25)</td>
<td>101 (36)</td>
<td>45 (18)</td>
<td>22 (13)</td>
<td>6 (5)</td>
<td>…</td>
<td>…</td>
<td>0.017 (0.015)</td>
<td>0.0027 (0.0024)</td>
</tr>
<tr>
<td>21–22</td>
<td>569 (80)</td>
<td>88 (13)</td>
<td>113 (14)</td>
<td>65 (12)</td>
<td>22 (13)</td>
<td>6 (5)</td>
<td>…</td>
<td>…</td>
<td>0.020 (0.019)</td>
<td>0.0033 (0.0034)</td>
</tr>
<tr>
<td>22–23</td>
<td>201 (0)</td>
<td>2 (0)</td>
<td>3 (0)</td>
<td>1 (0)</td>
<td>1 (0)</td>
<td>1 (0)</td>
<td>2 (0)</td>
<td>2 (0)</td>
<td>0.022 (0.020)</td>
<td>0.0024 (0.0023)</td>
</tr>
<tr>
<td>Total</td>
<td>2495 (620)</td>
<td>312 (82)</td>
<td>420 (112)</td>
<td>231 (60)</td>
<td>61 (16)</td>
<td>14 (4)</td>
<td>5 (2)</td>
<td>1 (0)</td>
<td>0.018 (0.018)</td>
<td>0.0023 (0.0024)</td>
</tr>
</tbody>
</table>

Note.—The values in the parentheses are for stars with membership information \((P_{mem} \geq 0.2)\).

Fig. 18.—Number of flare stars as a function of flare occurrences. Most of flares appear only once in the cluster (gray histogram) and field (black histogram) samples, respectively. For comparison, the red histogram shows stars with membership information \((P_{mem} \geq 0.2)\).

Ambartsumian & Mirzoian (1975). The number of stars on which \(k\) flares occurred over the time \(t\) are derived under the following two assumptions: (i) the statistical occurrence frequency distributions of flares follow a Poisson distribution, and (ii) the mean rates of flare occurrence are the same for all stars in the cluster. This is defined as following equation (Case I):

\[
    n_k = Ne^{-\nu t} (\nu t)^k / k!,
\]

where \(N = \sum_{k=0}^{\infty} n_k\) is the estimated total number of flare stars in the cluster and \(\nu\) is the mean flare rate of them. Using this simple estimation, the number of flare stars \(n_0\) on which no flares occurred over the time \(t\) can be calculated directly without any assumptions.

\[
    n_0 = \frac{n_1^2}{2n_2}.
\]

However, there is no reason to suppose that the mean rate of flares should be the same for all flare stars. When mean flare rates are different in each magnitude bin, the equation is replaced by the sum of Poisson distributions (Case II):

\[
    n_k = \sum_i N_i e^{-\nu_i t} (\nu_i t)^k / k!,
\]

where \(i\) is the number of groups with different mean rates of flares. In this case, the value of \(n_0\) can be expressed as below.

\[
    \frac{n_1^2}{2n_2} \leq n_0 \leq \frac{n_1^2}{n_2}.
\]

For these two cases, we calculate the number of flare stars \(n_k\) in which \(k\) flares may have been observed, and then estimate the total number of flare stars \(N\). We obtained the two parameters \(n_0, N\) for both case I \((n_0 = 442 \pm 21, N = 749 \pm 27)\) and case II \((n_0 = 510 \pm 22, N = 817 \pm 29)\), respectively.
Fig. 19.— Same as Figure 18 but for the model of case I (Equation 16) and case II (Equation 18), respectively. The only difference between the two models is the assumption of occurrence rate of flares. The gray shaded region indicates that for the non-detectable flares ($n_k < 1$).

For comparison purposes, we also include results for samples with $P_{mem} \geq 0.2$ that have values for case I ($n_0 = 114 \pm 11$, $N = 194 \pm 14$) and case II ($n_0 = 166 \pm 13$, $N = 246 \pm 16$), respectively.

Figure 19 shows the observed and estimated number of stars as a function of flare occurrences. The observed distribution seems to follow a Poisson-like behavior, but both cases do not represent the values of $n_k$ where $k > 3$. Ambartsumyan et al. (1970) suggested that a small group of stars with high flare rates could explain the discrepancy between observed flare stars and those predicted by Equation 18. We agree with this suggestion because individual flare stars may have time-dependent flare rate caused by activity cycle or variations in active regions, as on the Sun (e.g., Lacy et al. 1976; Hilton et al. 2010; Hilton 2011).

5.3.2. Flare frequency distribution

We use a cumulative energy distribution of flare frequency (also known as flare frequency distribution; FFD). This method is the most widely used to estimate the frequency with which a flare of a particular energy is seen (e.g., Lacy et al. 1976; Gershberg & Shakhovskaja 1983; Ishida et al. 1991; Hilton 2011). The cumulative frequency $\nu(E)$ at energy $E$ is defined as the number of flares with energy greater than $E$ per unit time (normalized by the number of real flare stars $N_\star$), where $\nu(E) = N_{cum}(>E)/\tau_{obs} \cdot N_\star$. If the differential frequency distribution obeys a power-law relation with slope $\alpha$ and a cutoff energy at $E_{\text{max}}$, i.e., $dN/dE \propto E^{-\alpha}$, the cumulative frequency distribution can be estimated by a linear fit with a slope of $\alpha - 1 (= \beta)$:

$$\log \nu(E) = c - \beta \log E,$$

where $c$ is a constant. The uncertainties in the slope estimates are taken to be $\beta / \sqrt{N_\star}$. Since there is no way to estimate the contamination of field flare stars in the cluster sample, we set the lower ($c_{\text{lower}}; N_\star \approx N_j$) and upper ($c_{\text{upper}}; N_\star \approx N_f$) limits for the cumulative flare frequency. For the cluster flare stars, the real flare frequency will similar to or less than the latter limit.

We consider the completeness of our sample when estimating the power-law index for flare frequency. As shown in the Figure 12, observed distribution of flare energies exhibits a turnover near log $E_\tau = 32.9$. It is certain that we do not miss the flares with energies above this completeness limit. The slopes are obtained from a least-squares linear regression to the flares with this cut-off energy (Table 5). However, the low-energy flares below this cut-off are not small enough to be missed observationally (see Figure 14 and Figure 15). This issue will be addressed in a separate work where we use a thorough Monte Carlo simulations to examine observational incompleteness and also to seek possible real break in the FFD of flare energies.

In the top panels of Figure 20 we show the best-fit power-law slopes of the FFDs for each magnitude bin with different colors. The upper limits of flare rate are plotted against the flare energy for all cluster sample (left panels) and samples with $P_{mem} \geq 0.2$ (right panels), respectively. Our FFDs follow the straight-line power-law form only for the higher energies, but these resemble a log-normal-like distribution. The low-energy turnover seen at all magnitude bin, while at the high-energy end we can see a gradual change in the shape of the FFDs due to finite total observing time. Our cluster sample shows that the power-law slopes of FFDs range between $-0.62$ and $-1.21$ for the adopted energy range. For stars with $P_{mem} \geq 0.2$, these values are similar within the uncertainties.
but somewhat smaller than the former case. The slopes are slightly steeper for faint stars ($\beta \sim 1.0$) compared to bright ones ($\beta < 1.0$). However, we caution that the latter groups may have suffered from the relatively small sample size. For comparison purposes, we also show the individual FFDs with no shift (bottom panels of Figure 20). The average shape of FFDs is very similar within the uncertainties, showing that the frequency of flares decreases as a function of increasing flare energy. Strong flares are observed $\sim$10–100 times less frequently than weak flares. As expected, the strong flares on the brighter stars are more frequent than fainter ones.

Figure 21 shows a comparison between the FFDs in this work and those by other statistical studies, particularly for open clusters and field stars in the solar neighborhood. The first comparison data set is a sample of nearby young clusters known to contain sizable flare stars: Pleiades and Orion. Each power-law slopes for stars of similar brightness was taken from the figure of Gershberg & Shakhovskaia (1983). The second comparison sample is taken from the Hilton (2011) in which we only used the FFDs for active, mid-M dwarfs (M3–M5) and active, late-M dwarfs (M6–M8). The gradient of FFD is a critical factor in understanding the energy dependence of the flare frequency. The FFDs of these samples are approximately a power law $\nu(E) \sim E^{-\beta}$ with $\beta \sim 0.5$–1.2, and their power-law slopes cover a large range of flare energies from $E_U=10^{28}$ to $E_U=10^{36}$ erg. Our results follow a general picture of FFD in the same energy range with $\beta \sim 0.6$–1.2 for all stars (black-shaded areas) and $\beta \sim 0.5$–1.0 for stars with $P_{mem} \geq 0.2$ (red-shaded areas).

## 6. Summary

We present the statistical properties of flare variability as a direct evidence for stellar activity in low-mass stars. Our study is a rare attempt to estimate flare rates and physical properties among many stars of the same age and mass group, and the main results are as follows:

We monitored light variations of nearly 15,800 red dwarfs in the M37 cluster field, and then successfully identified 420 flare events from 312 cluster sample and 184 flare events from 107 field sample, respectively. Among the cluster sample, only 82 stars have cluster membership probability with $P_{mem} \geq 0.2$. Most of flare stars fall close to the sequence of the cluster as expected, while the remaining stars lie within about 200 pc from the Galactic plane (i.e., young, active K–M dwarfs in the thin disk). These red dwarfs produce serendipitous flares which are energetic enough to be observed even in the $r$-band. The temporal and morphological characteristics of flare light curves are almost the same as those found in $U$-band observations. For the cluster sample, we also found many large-amplitude flares with inferred $\Delta u > 6$ mag. These rare events are of considerable interest due to the influence of their powerful radiation on space weather and planetary habitability.

We find that statistically significant correlations exist between the flare energies and other key parameters. Flare energy is tightly correlated with flare duration and peak luminosity (i.e., fractional area coverage) in log-log space, regardless of stel-

### Table 5

<table>
<thead>
<tr>
<th>$r_0$</th>
<th>$c_{lower}$</th>
<th>$c_{upper}$</th>
<th>$\beta$</th>
<th>$\log E_{\text{min}}$</th>
<th>$\log E_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>17–18</td>
<td>&gt;17.83 (&gt;14.39)</td>
<td>&gt;18.77 (&gt;15.39)</td>
<td>&gt;0.62 ± 0.05 (&gt;0.52±0.03)</td>
<td>32.90 (32.90)</td>
<td>&gt;35.23 (&gt;35.23)</td>
</tr>
<tr>
<td>18–19</td>
<td>26.01 (26.61)</td>
<td>27.02 (27.60)</td>
<td>0.87 ± 0.05 (0.89 ± 0.06)</td>
<td>32.90 (32.90)</td>
<td>34.45 (34.39)</td>
</tr>
<tr>
<td>19–20</td>
<td>30.37 (27.71)</td>
<td>31.34 (28.65)</td>
<td>1.01 ± 0.05 (0.93 ± 0.08)</td>
<td>32.90 (32.90)</td>
<td>34.18 (34.18)</td>
</tr>
<tr>
<td>20–21</td>
<td>30.22 (29.44)</td>
<td>31.01 (30.20)</td>
<td>1.00 ± 0.05 (0.97 ± 0.03)</td>
<td>32.90 (32.90)</td>
<td>34.31 (34.31)</td>
</tr>
<tr>
<td>21–22</td>
<td>36.98 (17.57)</td>
<td>37.79 (18.36)</td>
<td>1.21 ± 0.05 (0.62 ± 0.02)</td>
<td>32.90 (32.90)</td>
<td>34.48 (34.48)</td>
</tr>
<tr>
<td>22–23</td>
<td>32.34 ( ··· )</td>
<td>33.21 ( ··· )</td>
<td>1.08 ± 0.04 ( ··· )</td>
<td>32.90 ( ··· )</td>
<td>34.14 ( ··· )</td>
</tr>
</tbody>
</table>

Note.—The values in the parentheses are for stars with membership information ($P_{mem} \geq 0.2$).
Fig. 20.— Upper limit for cumulative flare frequency distributions $\nu(E)$ vs. $r$-band flare energy (vertically shifted for each magnitude bin, in order of stellar magnitude down to $r=22–23$). The best fits to a power-law model in Table 5 are shown as dashed lines for the adopted range of flare energies. For comparison, we also show the individual FFDs with no shift at the bottom panels. As expected, strong flares are much less frequent than weak ones.

For the group of stars with similar brightness, the flare frequency distributions can be approximated by a power-law form $\nu(E) \sim E^{-\beta}$ with $\beta \sim 0.62$–1.21 for all flare stars and $\beta \sim 0.52$–0.97 for stars with membership information ($P_{\text{mem}} \geq 0.2$), which are in agreement with previous studies on other open clusters and solar neighborhood stars. These results suggest that stellar flares are likely powered by similar physical mechanisms that initiate and drive the flaring event. Moreover, flare stars in young- and intermediate-aged open clusters produce up to a thousand times more flare energy than those of field stars in the solar neighborhood. Our data of M37 falls nicely between the young open clusters and nearby field stars.

Fig. 21.— Cumulative flare frequency vs. $U$-band flare energy for this work and those for other statistical studies, taken from Hilton (2011) and Gershberg & Shakhovskaya (1983) for flare stars in the Solar vicinity and in the Orion and Pleiades clusters, respectively. In the case of mid-M type flare stars, one more line is added to represent the typical FFD for these spectral types (excluding the stars with exceptionally high flare rates such as AD Leo, YZ CMi, EV Lac, and EQ Peg). The two clusters contain a sample of late K- and early M-dwarfs and early to mid M-dwarfs, respectively. The slopes of their FFDs cover a large range of flare energies from $E_U=10^{28}$ to $E_U=10^{36}$ erg. Our results are indicated by the shaded region which are determined by the lower and upper limits of individual FFD values, except for the first row in Table 5. We find a good agreement with the overall trend.
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### Table A1
Observational parameters of 604 flare events detected in the whole sample

<table>
<thead>
<tr>
<th>VarID</th>
<th>$r$ (mag)</th>
<th>FlareID</th>
<th>$t_{\text{peak}}$ (days)</th>
<th>$\Delta m_{\text{peak}}$ (mag)</th>
<th>$\Delta m_{\text{base}}$ (mag)</th>
<th>$t_{0.9 \text{ rise}}$ (min)</th>
<th>$t_{0.9 \text{ decay}}$ (min)</th>
<th>$t_{0.5 \text{ rise}}$ (min)</th>
<th>$t_{0.5 \text{ decay}}$ (min)</th>
<th>$t_{0.2 \text{ rise}}$ (min)</th>
<th>$t_{0.2 \text{ decay}}$ (min)</th>
<th>$t_{0.1 \text{ rise}}$</th>
<th>$t_{0.1 \text{ decay}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>V42</td>
<td>20.690</td>
<td>F1</td>
<td>53742.40307</td>
<td>0.096</td>
<td>...</td>
<td>0.25</td>
<td>1.25</td>
<td>1.54</td>
<td>4.15</td>
<td>3.46</td>
<td>6.71</td>
<td>5.02</td>
<td>19.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F2</td>
<td>53742.46247</td>
<td>0.137</td>
<td>0.051</td>
<td>0.34</td>
<td>4.57</td>
<td>1.69</td>
<td>13.19</td>
<td>4.68</td>
<td>...</td>
<td>12.46</td>
<td></td>
</tr>
<tr>
<td>V50</td>
<td>19.990</td>
<td>F1</td>
<td>53730.34740</td>
<td>0.221</td>
<td>...</td>
<td>0.90</td>
<td>0.39</td>
<td>4.20</td>
<td>2.05</td>
<td>9.67</td>
<td>23.53</td>
<td>...</td>
<td>111.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F2</td>
<td>53733.19093</td>
<td>0.176</td>
<td>...</td>
<td>0.10</td>
<td>0.27</td>
<td>0.52</td>
<td>1.69</td>
<td>0.83</td>
<td>20.18</td>
<td>1.04</td>
<td>60.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F3</td>
<td>53735.19767</td>
<td>0.035</td>
<td>...</td>
<td>3.13</td>
<td>1.11</td>
<td>4.52</td>
<td>5.45</td>
<td>5.13</td>
<td>14.17</td>
<td>5.53</td>
<td>17.70</td>
</tr>
<tr>
<td>V69</td>
<td>20.809</td>
<td>F1</td>
<td>53732.2482</td>
<td>0.187</td>
<td>...</td>
<td>1.46</td>
<td>0.56</td>
<td>8.87</td>
<td>2.70</td>
<td>9.73</td>
<td>12.10</td>
<td>13.72</td>
<td>108.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F2</td>
<td>53732.35513</td>
<td>0.133</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F3</td>
<td>53742.35427</td>
<td>0.281</td>
<td>...</td>
<td>0.55</td>
<td>0.91</td>
<td>2.17</td>
<td>5.49</td>
<td>2.90</td>
<td>11.78</td>
<td>...</td>
<td>88.72</td>
</tr>
</tbody>
</table>

**Note.** Table A1 is published in its entirety in the electronic edition of *Astrophysical Journal*. A portion is shown here for guidance regarding its form and content. The identification number (VarID) is a number uniquely identifying each flare star (notations are taken from Paper II). For each star, the identification number (FlareID) of each flare event is listed in time order.
### Table A2

**Physical parameters of 420 flare events detected in the cluster sample**

<table>
<thead>
<tr>
<th>VarID</th>
<th>r (mag)</th>
<th>FlareID</th>
<th>$\tau_0$ (minute)</th>
<th>$P_r$ (second)</th>
<th>log $L_r$ (erg s$^{-1}$)</th>
<th>log $L_{r,\text{peak}}$ (erg s$^{-1}$)</th>
<th>log $E_r$ (erg)</th>
<th>$P_{\text{mem}}$ $^a$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V78</td>
<td>20.017</td>
<td>F1</td>
<td>&gt;12.92</td>
<td>&gt;12</td>
<td>31.288</td>
<td>&gt;29.934</td>
<td>&gt;32.377</td>
<td>0.288</td>
</tr>
<tr>
<td>V86</td>
<td>18.086</td>
<td>F1</td>
<td>76.88</td>
<td>61</td>
<td>32.061</td>
<td>30.643</td>
<td>33.850</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F2</td>
<td>35.42</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V91</td>
<td>20.553</td>
<td>F1</td>
<td>58.06</td>
<td>44</td>
<td>31.074</td>
<td>29.916</td>
<td>32.719</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F2</td>
<td>&gt;67.49</td>
<td>&gt;126</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V112</td>
<td>22.181</td>
<td>F1</td>
<td>83.03</td>
<td>734</td>
<td>30.423</td>
<td>30.010</td>
<td>33.289</td>
<td>0.041</td>
</tr>
<tr>
<td>V144</td>
<td>20.899</td>
<td>F1</td>
<td>101.83</td>
<td>696</td>
<td>30.936</td>
<td>30.673</td>
<td>33.779</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F2</td>
<td>122.31</td>
<td>547</td>
<td>30.294</td>
<td></td>
<td>33.674</td>
<td></td>
</tr>
<tr>
<td>V169</td>
<td>20.835</td>
<td>F1</td>
<td>123.50</td>
<td>145</td>
<td>30.961</td>
<td>30.117</td>
<td>33.124</td>
<td>0.000</td>
</tr>
<tr>
<td>V191</td>
<td>22.002</td>
<td>F1</td>
<td>27.92</td>
<td>819</td>
<td>30.495</td>
<td>30.819</td>
<td>33.408</td>
<td>0.004</td>
</tr>
</tbody>
</table>

**Note.**—Table A2 is published in its entirety in the electronic edition of *Astrophysical Journal*. A portion is shown here for guidance regarding its form and content.

$^a$Cluster membership probabilities are taken from Núñez et al. (2015).